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OmniVista 2500 NMS Enterprise 4.5R1 Installation and

Upgrade Guide

This document details the OmniVista 2500 NMS Enterprise 4.5R1 (OV 2500 NMS-E 4.5R1)
installation/upgrade process. OV 2500 NMS-E 4.5R1 can be installed as a fresh installation
from a download file available on the Customer Support website; or you can upgrade directly
from OV 2500 NMS-E 4.4R2 to 4.5R1 using the Virtual Appliance Menu.

Note: You can only directly upgrade via the VA Menu from an OV 4.4R2 Standalone
Installation to an OV 4.5R1 Standalone Installation, or an OV 4.4R2 HA Installation to an OV
4.5R1 HA Installation. If you are upgrading from an earlier release, you must first upgrade to
OV 4.4R1 before upgrading to OV 4.5R1.

If you are upgrading from releases 3.5.7 — 4.2.2.R01 (MR1), you must first upgrade to
4.2.2.R01 (MR2). You can then continue follow the upgrade paths below to 4.5R1 using the
Virtual Appliance Menu. The Upgrade Matrix below shows the upgrade paths that must be
followed to get to OV 2500 NMS-E 4.5R1.

Upgrade Matrix For OV 4.5R1

From

To OV 4.5R1

OV 3.5.7

Step 1: Upgrade to 4.2.1.R01 GA

Step 2: Upgrade to 4.2.1.R01 MR 2

Step 3: Upgrade to 4.2.2.R01 GA

Step 4: Upgrade to 4.2.2.R01 MR2

Step 5: Automatic Upgrade to 4.3R1 From VA Menu

Step 6: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 10: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

OV 4.1.1.R01

Step 1: Upgrade to 4.1.2.R02

Step 2: Upgrade to 4.1.2.R03*

Step 3: Upgrade to 4.2.1.R01 GA*

Step 4: Upgrade to 4.2.1.R01 MR 2

Step 5: Upgrade to 4.2.2.R01 GA

Step 6: Upgrade to 4.2.2.R01 MR2

Step 7: Automatic Upgrade to 4.3R1 From VA Menu

Step 8: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 10: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 11: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 12: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

OV 4.1.2.R01

Step 1: Upgrade to 4.1.2.R03*

Step 2: Upgrade to 4.2.1.R01 GA*

Step 3: Upgrade to 4.2.1.R01 MR 2

Step 4: Upgrade to 4.2.2.R01 GA

Step 5: Upgrade to 4.2.2.R01 MR2

Step 6: Automatic Upgrade to 4.3R1 From VA Menu

Step 7: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 10: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 11: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu
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From To OV 4.5R1

OV 4.1.2.R02 Step 1: Upgrade to 4.1.2.R03*

Step 2: Upgrade to 4.2.1.R01 GA*

Step 3: Upgrade to 4.2.1.R01 MR 2

Step 4: Upgrade to 4.2.2.R01 GA

Step 5: Upgrade to 4.2.2.R01 MR2

Step 6: Automatic Upgrade to 4.3R1 From VA Menu

Step 7: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 10: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 11: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

OV 4.1.2.R03 Step 1: Upgrade to 4.2.1.R01 GA

Step 2: Upgrade to 4.2.1.R01 MR 2

Step 3: Upgrade to 4.2.2.R01 GA

Step 4: Upgrade to 4.2.2.R01 MR2

Step 5: Automatic Upgrade to 4.3R1 From VA Menu

Step 6: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 10: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

OV 4.2.1.R01-GA Step 1: Upgrade to 4.2.1.R01 MR 2
(Build 69) Step 2: Upgrade to 4.2.2.R01 GA

Step 3: Upgrade to 4.2.2.R01 MR2

Step 4: Automatic Upgrade to 4.3R1 From VA Menu

Step 5: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

— — — ~—

OV 4.2.1.R01 MR 1 | Step 1: Upgrade to 4.2.1.R01 MR 2
(Build 85) Step 2: Upgrade to 4.2.2.R01 GA

Step 3: Upgrade to 4.2.2.R01 MR2

Step 4: Automatic Upgrade to 4.3R1 From VA Menu

Step 5: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 9: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

OV 4.2.1.R01 MR 2 | Step 1: Upgrade to 4.2.2.R01 GA
(Build 95) Step 2: Upgrade to 4.2.2.R01 MR2

Step 3: Automatic Upgrade to 4.3R1 From VA Menu

Step 4: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 5: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 8: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

— — — —

OV 4.2.2.R01 GA | Step 1: Upgrade to 4.2.2.R01 MR2

(Build 81) Step 2: Automatic Upgrade to 4.3R1 From VA Menu
Step 3: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 4: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 5: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu

~— — ~— ~—

5 Part No. 033510-10, Rev. A



From To OV 4.5R1

OV 4.2.2.R01 MR1 | Step 1: Upgrade to 4.2.2.R01 MR2
(Build 92) Step 2: Automatic Upgrade to 4.3R1 From VA Menu

Step 3: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 4: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 5: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 6: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 7: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu
OV 4.3R1 Step 1: Automatic Upgrade to 4.3R2 (Standalone) From VA Menu
Step 2: Automatic Upgrade to 4.3R3 (Standalone) From VA Menu
Step 3: Automatic Upgrade to 4.4R1 (Standalone) From VA Menu
Step 4: Automatic Upgrade to 4.4R2 (Standalone) From VA Menu
Step 5: Automatic Upgrade to 4.5R1 (Standalone) From VA Menu
OV 4.3R2 Step 1: Automatic Upgrade to 4.3R3 (Standalone/HA) From VA Menu
Step 2: Automatic Upgrade to 4.4R1 (Standalone/HA) From VA Menu
Step 3: Automatic Upgrade to 4.4R2 (Standalone/HA) From VA Menu
Step 4: Automatic Upgrade to 4.5R1 (Standalone/HA) From VA Menu
OV4.3R3 Step 1: Automatic Upgrade to 4.4R1 (Standalone/HA) From VA Menu
Step 2: Automatic Upgrade to 4.4R2 (Standalone/HA) From VA Menu
Step 3: Automatic Upgrade to 4.5R1 (Standalone/HA) From VA Menu

_—— — — [— = O

OV4.4R1 Step 1: Automatic Upgrade to 4.4R2 (Standalone/HA) From VA Menu
Step 2: Automatic Upgrade to 4.5R1 (Standalone/HA) From VA Menu
OV4.4R2 Step 1: Automatic Upgrade to 4.5R1 (Standalone/HA) From VA Menu

* This step includes Mongodb Database Password change. Please make sure all the steps for
changing the password are followed as detailed in the applicable OmniVista 2500 NMS
Installation Guide.

Important Note: A minimum reserved OmniVista VA RAM of 20GB is now recommended
for “Low” Sized Network configurations (up to 500 devices). If you are managing a “Low”
Sized Network and are upgrading from OVE 4.4R2 to 4.5R1, make sure you have a
minimum of 20GB of reserved OmniVista VA RAM. See Required Minimum System
Configurations for details on Hypervisor configurations based on network size.

Note: If you are upgrading from an older release, take a VM Snapshot of the current
OmniVista VA. Note that VM snapshots can cause performance issues on the running VM.
When upgrading OmniVista, it is recommended that you delete any previous snapshots,
take a new snapshot of the current VM configuration, then perform the upgrade. After
OmniVista is successfully upgraded, it is recommended that you also delete the snapshot
taken prior to the upgrade. For long-term VM backups, consult the virtualization software
documentation for recommended procedures.

Note: As you complete each upgrade in the upgrade path, make sure all services are
running and you can access the OmniVista Web GUI before proceeding to the next
upgrade.

Note: If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade these
devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image Screen
(Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs. The AWOS
Image Files are available on the Service and Support Website.

For information on getting started with OmniVista 2500 NMS after installation (e.g., using the
Web GUI, discovering network devices) see the Getting Started Guide in the OmniVista 2500
NMS on-line help (accessed from Help link at the top of the main OmniVista NMS Screen).
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Installing OmniVista 2500 NMS-E 4.5R1

OV 2500 NMS-E 4.5R1 is distributed as a Virtual Appliance only. It is run as a service using
VirtualBox. There are no other standalone installers (e.g., Windows/Linux). OV 2500 NMS-E
4.5R1 is installed as a Virtual Appliance, and can be deployed on the following hypervisors:
VMware ESXi, VirtualBox, Hyper-V:

¢ VMware ESXi: 5.5, 6.0, 6.5, and 6.7

e VirtualBox: 5.2.x

e MS Hyper-V: 2012 R2, 2016, and 2019

e MS Hyper-V on Windows 10 Professional.

The sections below detail each of the steps required to deploy OV 2500 NMS-E 4.5R1 as Virtual
Appliance on VMware, VirtualBox, and Hyper-V. Note that If you are deploying OV 2500 NMS-E
4.5R1 on a standalone Windows or Linux machine, you must first install Virtual Box on the
machine. Virtual Box is available as a free download. See Appendix A for details.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 16GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Required System Configurations for details.

Required Minimum System Configurations

The table below provides required minimum Hypervisor configurations for the OmniVista VM
based on the number of devices being managed (500, 2,000, 5,000, and 10,000 devices).
These configurations should be used as a guide. Specific configurations may vary depending on
the network, the number of wired/wireless clients, the number of VLANSs, applications open, etc.
For more information, contact Customer Support.

Network Size
Configuration Low Medium High Very High
Total Number of 500 2,000 5,000* 10,000*
Managed Devices
(AOS, Third-Party,
and Stellar APs)
Stellar AP Devices 500 2,000 4,000 4,000
Stellar AP Client 50,000 200,000 200,000 200,000
Association
UPAM Authentication 15,000 30,000 100,000 100,000
Hypervisor Processor 2.4 GHz 2.4 GHz 2.4 GHz 2.4 GHz
8 Logical 8 Logical 12 Logical 12 Logical
Processors Processors Processors Processors
Minimum Reserved 20GB 32GB 64GB 64GB
OmniVista VA RAM
HDD Provisioning HDD1:50GB | HDD1:50GB HDD1:50GB HDD1:50GB
HDD2:256GB | HDD2:512GB | HDD2:2048GB | HDD2:2048GB
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*If there are 4,000 Stellar AP in a “High” network size, up to 500 AOS Switches can be
supported. If there are 4,000 Stellar APs in a “Very Hight” network size, up to 1,000 AOS
Switches can be supported.

Notes:

When provisioning RAM for a new VM for OmniVista, never allocate more memory
than is available on the Host Server. For example, if you are running a Host Server
with 128GB of memory and have already allocated 96GB of memory to your existing
VMs, accounting for the Host Server’'s own memory use, you are not left with enough
memory to run OmniVista without incident. VM RAM is configured from the
Hypervisor.

Allocate the recommended amount of RAM for the OmniVista VM based on your
network size as shown in the above table. In addition, it is recommended that you
reserve that RAM for the OmniVista VM to prevent performance issues.

Set CPU Shares to “High”.

Do not exceed the number of Logical Processors recommended for your network
size as shown in the above table. Hypervisor Processors are configured from the
Hypervisor.

HDD Provisioning is configured from the VA Menu. By default, OV 2500 NMS-E

4 5R1 is partitioned as follows: HDD1:50GB and HDD2:256GB. If you are managing
more than 500 devices it is recommended that you go to the Virtual Appliance Menu
on the VA to increase the OmniVista disk space. For a Standalone Installation, use
the “Extend Data Partition” option under_Configure Network Size in the Configure
The Virtual Appliance Menu (Configure The Virtual Appliance Menu — Configure
Network Size — Extend Data Partition). For a High-Availability Installation, use the
“Extend Data Partition” option under Configure Current Node in The HA Virtual
Appliance Menu (The HA Virtual Appliance Menu - Configure Current Node - Extend
Data Partition).

OmniVista can be configured to use SNMPv3 to communicate with devices. When
editing this configuration, you can specify which algorithms should be used. A
recommended algorithm is AES ("Advanced Encryption Standard"). To get the best
performance from your hypervisor, we recommend that you use Intel processors with
the AES-NI instruction set enabled.

AES-NI was introduced by Intel in 2010 in its Westmere family of processors and
allows your hypervisor and its VMs to manage AES-related workloads natively. To
realize the full benefits of AES-NI, you need to ensure that it is made available to the
VM running OmniVista. To do this:

e Your hypervisor's CPUs must be newer CPUs (> 2010)
e AES-NI must be enabled in your hypervisor's BIOS

e The AES-NI feature must not be "masked" by your hypervisor.

By default, VMWare and Hyper-V are "pass-through" meaning that OmniVista's VM
will be able to use AES acceleration. When using VirtualBox, please verify that
"Nested paging" is enabled.

The High-Availability Feature supports up to 4,000 devices.
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Standalone and High-Availability Installations

OV 2500 NMS-E 4.5R1 can be installed in a Standalone or High-Availability configuration. A
High-Availability Installation consists of two VMs (Node 1 and Node 2), with one node acting as
the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2). If Node 1 fails,
OmniVista will automatically failover to Node 2.

Deploying OmniVista on a Virtual Appliance

The sections below detail deploying OmniVista on a VM. For a High-Availability installation, you
must deploy two (2) VMs — one for the Active OV Server (Node 1) and one for the Standby OV
Server (Node 2).

Note: The High-Availability Feature supports up to 4,000 devices.

Deploying the Virtual Appliance in VMware ESXi

1. Download and unzip the OVF package. You will be using the OVF File and both VMDK Files
(disk 1 and disk 2) for the installation. The Zip file also contains an *.mf File. Delete the *.mf
File from the folder before importing the files in Step 5.

2. Log into VMware ESXi.

vmware ESXi~ root@1025522289 v | Helpv | (CRCLELed

“I% Navigator [ ovwmhost4.arch.testind.alcatel.com
B Host

* =
Tomenp 7 Wanage with vCenter Server | #5 Create/Register i | [T Shutdown [B3 Reboot | (@ Refresh | £ Actions

[ m.|»

Monitor — ovvmhost-4.arch.test.ind.alcatel.com CRU FREE: 18.6 GHz
0%
Version: 6.5.0 (Build 4887370)
(57 Virtual Machines State:
Uptime: 3.94 days MEMORY FREE: 18.29 GB

USED: 26 MHz CAPACITY: 187 GHz

B storage
€3 Networking USED: 1.61 GB CAPACITY. 20 GB

STORAGE FREE: 401 55 GB

USED: 974 MB CAFACITY: 402 5 GB

Manufacturer HP

~ Hardware
WModel ProLiant DL380 G5

e WYV LY TR P O O TRy ot VR ot P LN TV YA

[¥] Recent tasks

Task ~ Target ~ Iniiator ~ Queued  ~ Started ~ Result ~ Complete...

3. Select the Host on which you want to install OV 2500 NMS-E 4.5R1 and click on
Create/Register VM. The first screen of the New Virtual Machine Wizard appears.
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i

v (ECEEIITN  Select creation type

2 Select OVF and VMDK files How would you like to create a Virtual Machine?

3 Select storage
Create a new virtual machine o This option guides you through the process of creating
avirtual machine from an OVF and VMDK files.
Deploy a virtual machine from an OVF or OVAfile

4 License agreements
Register an existing virtual machine

Back Mext Finish
4. Select Deploy a virtual machine from an OVF or OVA file and click Next.

4

“F31 New virtual machine - OmniVista 2500 NMS-E4.5R1-B47 - OmniVista 2500 NMS-E4.5R1-B47

»

+ 1 Select creation type Select OVF and VMDK files ]

nidebia b DS LI Sclectthe OVF and VMDK files or OVA for the VM you would like to deploy
+ 3 Select storage

Enter a name for the virtual machine.

6 Ready to cg OmniVista 2500 NMS-E4.5R1-B47

Virtual machine names can contain up to 80 characters and they must be unique within each ESXi instance.

m

* @) ovnmse-4.5R1-47 .0.ovT
% __ ovnmse-4 5R1-47 0-disk002 vmdk
% __ ovnmse-4 5R1-47 0-disk001 vmdk

=

g3

5. Enter a name for the VM (e.g., OmniVista 2500 NMS-E4.5R1-B47, click to locate and select
the downloaded installation files (or drag the files into the window), then click Next. Note that if
you plan on configuring a High-Availability installation, you could add Node information to the
name (e.g., OmniVista 2500 NMS-E4.5R1-B47 Node 1) to more easily identify the VM.
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#3 New virtual machine - OmniVista 2500 NMS-E4.5R1-B47

»

¥ 1 Select creation type Select storage

¥ 2 Select OVF and VNDK files Selectthe datastore in which to store the configuration and disk files.
b 3 Select storage

The following datastores are accessible from the destination resource that you selected. Select the destination
datastore for the virtual machine configuration files and all of the virtual disks.

MName ~ | Capacity ~ | Free v | Type ~  Thinpr..~ | Access

datastore 4025 GB 40155 GB = VMFS5 Supported  Single .

ov-gnap-datastore-001 T16TB 308TB MFS Supported  Single N =
2 items

6. Select the destination storage where the template is to be deployed, then click Next.

4

F1 New virtual machine - OmniVista 2500 NMS-E4.5R1-B47 - OmniVista 2500 NMS-E4.5R1-B47
Licernse dyr - ~
+ 1 Select creation type
+ 2 Select OVF and VMDK files -
v software and/or documentation
3 Select storage End-User License Agreement
4 License agreements “EULA"
5 Deployment optig
6 Ready to cg Please read the following agreement in English carefully before installing, downleading, or using
Terms and Conditions
Acceptance: Read the following agreement carefully before installing, downloading, or using the

Definitions: As used in this Agreement, the term "Software"™ means collectively (i) the software
As used in this Agreement, the term "Documentation®™ means any Software related explanatory writte

m

"Affiliated Companies™ means any entity Controlling, Controlled by or under common Control, direc

order of Precedence: If You received more than one license terms purporting te govern the use ¢

Parties: This agreement is between (a) the legal entity which has a separate purchase agreement w»
TC_+ha ranarata nurrhara arraamant ic dAirardlv with an AIC Famnane Ldiranenr ¢ dnctaad +ha MIC -

4

L
New ]| Fmien

4

7. Review the License Agreement, click | agree, then click Next.

4
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31 New virtual machine - OmniVista 2500 NMS-E4.5R1-B47 - OmniVista 2500 NMS-E4.5R1-B47

¥ 1 Select creation type Deployment options

v 2 Select OVF and VMDK files Select deployment options
+ 3 Select storage
+ 4 License agreements )
b 5 Deployment options R Netwark Interface 1
6 Ready to cg WM Network
Disk provisioning ® Thin © Thick

Nt ]| Fmn

4

8. In the Network mapping field, select the Destination network that the deployed VM will use.

In the Disk provisioning field, select Thin. Click Next.

£31 New virtual machine - OmniVista 2500 NMS-E4.5R1-B47 - OmniVista 2500 NMS-E4.5R1-B47

+ 1 Select creation type
2 Select OVF and VMDK files

Ready to complete

Review your settings selection before finishing the wizard

v

+ 3 Select storage

+ 4 License agreements,
v

v

5 Deployment opig Product OmniVista 2500 NM3S

6 Ready to complete WM Name Omnivista 2500 NMS-E4.5R1-B47
Disks
Datastore ov-gnap-datastore-001

Provisioning type Thin

Metwark mappings Metwoark Interface 1: VM MNetwork

Guest 05 Name RedHat_64

Do not refresh your browser while this VM is being deployed.

ovnmse-4. 5R1-47.0-disk001.vmdk,ovnmse-4 5R1-47.0-disk002 vmdk

Mext

|

9. Review the configuration and click Finish. You will be returned to the main screen with the

deployment progress displayed in the Recent tasks table.

12
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vmware ESXi” root@10.255.222.89 ~ | Help ~ |

|°T:'; Navigator 1l [J owwmnost-4.arch.testind.alcatel.com

Manage

J Manage with vCenter Server | 1 Create/Register Vi | Shutdown [ Reboot | (@ Refresh

¥ Actions

Monitor

ovvmhost-4.arch.test.ind.alcatel.com

6.5.0 (Build 4887370)

Normal (connected to vCenter Server at 10.255.22.
3.94 days

CPU FREE: 18.8 GHz

(51 Virtual Machines
B Storage
€3 Networking

Wersion:
State:
Uptime:

USED: 32 MHz CAPACITY: 18.7 GHz

MEMORY FREE: 18.28 GB

8%

—
_-_-I_
_—

USED: 1.81 GB CAFACITY: 20 GB

STORAGE FREE: 401.55 GB

USED: 974 MB CAPACITY: 402 5 GB

~ Hardware

Manufacturer HP

Model F‘roLiantDL-SBU G5

Recent tasks

Task Target ~ | Initiater ~ Queued ~ Stared ~ | Result

~| Complet... ~

Reconfig VM E;] OmniVista 2... VC Internal 03722/2020 ... 03/22/2020 .. 0 Failed - The opersti... 03/22/2020 ... i

[ X+
0 1e
— e
0 1e

Download VMXCaonfig None VCinternal | 032202020 .. | 022020 .. P A P —

Upload disk - ovnmse-4.... E;] OmniVista 2... 03722/2020 ... 03/22/2020 .. Running... 1...

Upload disk - ovnmse-4.... (51 OmniVista 2... 02/22/2020 ... 023/22/2020 ..

Running... 7 %

Import VApp Resources 0312212020 032212020 Running... 1

10. When the installation is complete (indicated by all three files showing “Completed
Successfully” in the Result column of the Recent tasks table), click on Virtual Machines in the
Navigator Tree on the left side of the screen to display a list of VMs. Select the VM you just
deployed. Basic details for the VM are displayed, as shown below.

vmware ESXi~

root@10.255.222 88 -

°% Navigator {fs OmniVista 2500 NMS-E4.4R2-B47

~ [ Host

W Power off
Manage

il Suspend

[ Console [ Monitor | €] Reset | ° Edit | (2 Refresh |

OmniVista 2500 NMS-E4.4R2-B47
Guest 05 CentDS 4% or later (64-bit)
Compatibility ESXi 5.5 and later (WM version 10}

Monitor CPU

0 MHz

~ (51 Virtual Machines

& OmniVista 2500 NMS-E

VMw

are Tools

CPUs
Memory

Ho
]

MEMCRY
0B

STORAGE

More VMs... 4.35 GB

£ Storage
€3 Networking

= General Information
L4 Q Networking Mo network information

» BB VMware Tools Motinstalled

£F Actions

» H Storage 2 disks

[=] Motes Alcatel-Lucent Enterprise OmniVista 2500 NMS

& Editnotes

Recent tasks

Task Target Initiator  ~  Queued w | Started ~  Result ~

Complete_.. ~

-

Upload disk - cvnmse-4.4.. Eﬂ OmniVista 25...  root 10/31/2018 1. 10/31/2018 1. 0 Completed successf... 10/31/2018 1...

Upload disk - cvnmse-4.4.. tﬂ OmniVista 25... roct 10/31/2018 1., 10/31/2018 1. o Completed successf... 10/31/2018 1.

Download VMXConfig None VC Internal 10/31/20180.. 10/31/20180... o Completed successf... 10/21/2019 0...

Update Child Resource C... Resources WC Internal 10/21/2018 0., 10/31/20180... o Completed successf... 10/21/2018 0...

Download VMXConfig Mone WC Internal 10/21/2018 0. 10/31/20180... o Completed successf... 10/21/2018 0...

Resources

Update Child Resource C... WC Internal 10/31/20180.. 10/31/20180... o Completed successf. . 10/31/20180...
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11. Click on the small Console Screen or click on Console at the top of the screen and select
Open Browser Console to open a Console and go to Completing the OmniVista Installation to
complete the installation.

Note: After deploying the OmniVista VM, configure any additional NICs you may need on
the VM before Completing the OmniVista Installation.

Deploying the Virtual Appliance in VirtualBox

Note that in the instructions below, VirtualBox 5.2.x in Windows 7 is used for demonstration
purposes. The screens shown may depict an older OmniVista Release.

Note: If you are deploying OV 2500 NMS-E 4.5R1 on a standalone Windows or Linux
machine, you must first install Virtual Box on the machine. Virtual Box is available as a free

download. See Appendix A for details.

1. Download and unzip the OVF package. You will be using the OVF File and both VMDK Files
(disk 1 and disk 2) for the installation. The Zip file also contains an *.mf File. Delete the *.mf
File from the folder before importing the files in Step 5.

File Machine Help

e oy
J :
"*w} EF < P {23 Details [ snapshots
MNew Settings Discard Show
&4 ovnmse_b33_fresh (ov_fresh_b3z) 7 : 3 (=Y

' E @ Powerad OfF @ 2 ¥

[ ovnmse_fresh_b37 ~% Current State

‘ (@) Powered Off

el

[

3. Click File > Import Appliance.
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.' Machine Help

Preferences... Ctrl+G
{23 Details | [ Snapshots |
Import Appliance... Ctrl+I
Export Appliance... Ctrl+E
PR @
Virtual Media Manager... Ctrl+D

Metwork Operations Manager... & Current State

Check for Updates...
Reset All Warnings

d PRGE 28 %

Exit Ctd+Q

4. Click browse icon then select the folder which you extracted at step 1 above, then click
Next.

File Machine Help
o .
E:} i\.} A 4 SN

New Setings Discard '\___J Import Virtual Appliance

‘:‘ ovamse_b33_{
[&B @ Poweredoff Appliance to import |

i
[ ‘%tn:;,ﬁr';;eos; VirtualBox currently supports importing applances saved in the Open Virtuakzation Format

{OVF). To continue, sslect the file to import below.

[EaTmy 38
d = V-ER4.2.1-2016\0V bulds\OVNMS-£_4.2.1_Build38_ovflovnmse-4.2, LRO1-38.0.0v

ExpertMode | [ mext | [ cancel |

5. Review the configuration and click Import.
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Help

Tr

Mew Settings Discard

3
-

(@) Powered Off]

ovamse_fresh
(@) Powered Off

@ Import Virtuzl Appliance

his (G s

™3 ovnmse_b33_{

Appliance settings

These are the virtual machines contained in the appliance and the suggested settings of the
imparted VirtualBox machines. You can change many of the properties shown by double-
dicking on the items and disable others using the chedk boxes below,

Description Configuration =~
Virtual System 1 L
Q Mame ovnmse

® Product Omnivista 2500 NMS5-E

& Product-URL http://enterprise.alcatel-lucent.com/Zproduct...
Q Vendor Alcatel-Lucent Enterprise

& Vendor-URL http://enterprise.alcatel-lucent.com

@ Version 42.1.R01-38.0 -

|| Reinitialize the MAC address of all network cards

[Restore Defouls| [ tmport | [ cancel

6. The Software License Agreement window displays, click on Agree.

Help

@ B

Mew Setfings Discard @ Import Virtual Appliance

\'/.

ovnmse_b33_{
(@) Powered off

ovnmse_fresh,

[y
. (@) Powered Off

¥¥ Software License Agreement

person or entity that by its authorized agents or
reépresentatives installs andfor uses, the Software. - L

Applig
The virtual system "ovnmse” requires that you agree to
Thesed | the terms and conditions of the software license nas of the
importe | agreement shown below. Duble-
dicking | |
Click Agree to continue or dick Disagree to cancel the import.
Descrifs -
ALE USA INC, o =
Virtuallll  SOFTWARE LICENSE AGREEMENT [ |
%8l IMPORTANT
Q Please read the terms and conditions of this kcense
agreement carefully before installing or downloading this
@ software, The installation and use of the software s subject duct..,
Q to these terms and conditions (Agreement),
In this Agreement:
@ “Licens=e" or You, Your and Yourself, means: the legal

===
FESONE DETS0NS TR \E

pis (G s

7. A status window appears and displays the progress of the deployment.

16
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@ Impart Virtual Appliance

Appliance settings

These are the virtual machines contained in the appliance and the suggested settings of the
imparted VirtualBox machines, You can change many of the properties shown by double-
dicking on the items and disable others using the chedk boxes below.

3¢ Importing Appliance . Importing appliance 'DACOV-E R4.2 .1 - 20160V b... ﬁ

Importing virtual dsk image 'ovnmse-4. 2. 1.R0 1-38.0-dsk Lvmdk’ ... (2/3)
| | 2% X

3 minutes remaining

@ Vendor-URL http://enterprise.alcatel-lucent.com
& Version 4,2.1,R01-38.0 -

| Reinitislize the MAC address of all network cards

8. After the process is completed, right-click on the VM in the Navigation Panel and select Start

- Normal Start.

File Machine Help

New Seltings Discard Start

[f4 ovnmse_b33_fresh (ov_fresh_b3z) Gl & B E
. (@ Powered OFF 5 By BO 9

i:}@ \/"9' 73 Details | (@) Snapshots

[ ovnmse_fresh_b37 ~@ current State
l (@) Poveered OFF

Eﬂ:‘ ovnmse_b38_fresh
I o Running

| s, I
&l (2)  Settings... Ctrl=5

(¢ Clone. CtrlsQ

% Remove.. Ctrl+R

ﬂ Group Ctrl+l

P Start * |&p MNormal Start
Uil Pause Cirl+P | & Headless Start
(&) Reset CtlT | 4%  Detachable Start
¢ Close ¥

< Discard Saved State... Crl+)

Show Leg.. Ctrl+L

% Refresh

Show in Explerer

Start selected vi 4 Create Shortcut on Desktop
| —
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9. Configure the Network Adapter. Right-click on the VA and select Settings.
f ‘Ij Oracle VM VirtualBox Manager @Elér

File Machine Help

ﬁ I{:E} A 4 @ e (2 Snapshots

New Settings Discard Start

(£l [E General @ Preview 1~
[ O ro g Ctrl+s
ettings... trl+ ovnmse-b&3

m:q ovnms G Clone... Ctrl+Q  ftem: RedHat (54-bit)
[h_‘ r,‘} Rurl $2  Remove.. Ctrl+R
ﬂ Group Ctrl+U 3‘6384 MB ovhmse-b63
G Start » Floppy, Optical, Hard Disk
VT-x/AMD-V, Mested
Ul Pause Ctrl+P Paging, PAE/NY, KVM |
5)  Reset Chrl+T Paravirtualization 3
% Close
@ Discard Saved State... Ctrl+) 12MB
S : Disabled
Show Log... Ctrl+L pp server D:::bl:d
=) Refresh F
Show in Explorer Controller
VMaster: ovnmse-4, 2, 1.R01-63.0-disk 1.vmdk (Normal, 50.00 GE) _
F Create Shortcut on Desktop lave: ovnmse-4, 2, 1.R01-63.0-disk2.vmdk (Normali 256.00 GB)
B Sort
Disabled
@ Network

Adapter 1:  Intel PRO/1000 MT Server (Bridged Adapter, Realtek PCIe GBE Family Controller #2) | -

Display the virtual machine settings window

10. Select Network, then select the Network Adaptor that you created when you configured
VirtualBox.

5
¥ Oracle VM VirtualBox Manager - - | S
achine  Help
‘H':: {73 ovnmse-bb3 - Settings M
— ots
New B E General Network
Eﬂ;‘ -
& System Adapter 1 | Adapter 2 | Adapter3 | Adapter 4
EL;‘ Display Enable Network Adapter
I | . .
&l st Attached to: |Bridged Adapter
orage Not attached
i}i Name: |yar Controller #2 hd
Audio "
(> Advanced I:MT.N?t“‘\?Ek
@ Network Internal Network:
Host-only Adapter W E
. Generic Driver
@ Serial Ports — [
& use
|j Shared Folders
E User Interface [
[ 0K ] [ Cancel ] [ Help ]
L —
1" Disabled
[l EF MNetwork
Adapter 1:  Intel PRO/1000 MT Server (Bridged Adapter, Realtek PCIe GEE Family Controller #2) | ~

d

Once the Virtual Appliance is powered on, go to Completing the OmniVista Installation to
complete the installation.
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Note: After deploying the OmniVista VM, configure any additional NICs you may need on

the VM before Completing the OmniVista Installation.

Deploying the Virtual Appliance in Hyper-V

Note that in the instructions below, Hyper-V in Windows 2012 is used for demonstration
purposes. Some of the screens shown may depict an older OmniVista Release.

Note: OmniVista does not support Hyper-V Live Migration. Also note that the OmniVista VM

Manager application is not supported on Hyper-V 2019.

1. Download and unzip the OVF Hyper-V package. You will be using the OVF File and both
VMDK Files (disk 1 and disk 2) for the installation. The Zip file also contains an *.mf File.
Delete the *.mf File from the folder before importing the files in Step 5.

2. Log into Windows 2012 and open the Hyper-V tool.

L=} 10.135.91.35 - Remote Desktop Connection

= Server Manager

Server Manager * Dashboard

-@ | FA Manage  Tools
=

WELCOME TO SERVER MANAGER

IE Dashboard

Component Services
Computer Management

Connection Manager Administration Kit

B Local Server

B Ans - .

o e o Configure this local server
W File and Storage Services

m Hyper-V
Io IS

QUICK START
2 Add roles and features
g'-| Remote Access

® 3 Add other servers to manage
Remote Desktop Services >

WHAT'S NEW P
4 Create a server group

5 Connect this server to cloud services

LEARN MORE

Defragment and Optimize Drives
Embedded Lockdown Manager

Event Viewer

Group Policy Management

Internet Information Services (1IS) Manager
iSCSI Initiator

Local Security Policy

Microsoft Azure Services

Netwerk Policy Server

ODBC Data Sources (32-bit)

ODBC Data Sources (64-bit)

Performance Monitor

3. Select the Host on which you want to install OmniVista 2500 NMS, click on Actions > Import

Virtual Machine.

EE] Hyper-V Manager
File Action View Help

| 7=

_I:I-

33 Hyper-V Manager

§_§ WIN-LGUITNVEIGL Virtual Machines

Name State CPUUsage  Assigned Memory  Uptime

= Windows 7 Flurmmg 5000 MB 17:34:38

< m

Checkpoints.

The selected virtual machine has no checkpoints

4. The Import Virtual Machine Wizard appears.

19

Flomrivistacapexb34 0% 16384 MB 00:29:10 I:

Actions
WIN-LGUITNVIJGL ~ ~

Status New

= Import Virtual Mac.

|

Hyper-V Settings.

19 5

L Virtual Switch Man..,
Virtual SAN Manag...
Edit Disk...

Inspect Disk...

Stop Service

Remove Server

Refresh

®
PX@ObLRE

View >
Help

Amnivictaranavhd A
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Before You Begin

This wizard helps you import a virtual machine from a set of configuration files. It guides you through
resolving configuration problems to prepare the virtual machine for use on this computer.

Locate Folder

Select Virtual Machine
Choose Import Type

Summary

[] Do not show this page again

| < Previous | | Mext = | | Finish | | Cancel |

5. Click Next to go to the Locate Folder Screen, select the Folder that you extracted in Step 1,
then click Next.

» Locate Folder

Before You Begin Spedfy the folder containing the virtual machine to impart.

Locate Folder /\virtual Machines

Select Virtual Machine
Choose Import Type

Summary

| < Previous | | Mext > | | Finish | | Cancel

6. Select the Virtual Machine to import, then click Next.
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Select Virtual Machine

Befaore You Begin

Locate Folder

Seleck Wirtual Machine

Choose Import Type

Surnmary

Select the virtual maching to import:

-

Marne
-2500 NMS-E-+.2,1-R01

Date Created

| < Previous | | Nexk = | | Finish | | Cancel |

7. Select the default Import Type: Copy the virtual machine (create a new unique ID), then

click Next.
FH

Hyper-V Manager

File Action View Help

«=| nm B[

33 Hyper-V Manager
II WIN-LGUITNV3IGL

S

Locate Folder

Summary

Choose Import Type

Before You Begin Choose the type of import to perform:

() Register the virtual machine in-place {use the existing unique ID)

Select Virtual Machine () Restore the virtual machine (use the existing unique ID)
Choose Impart Type

® Copy the virtual machine {create a new unique ID)

L= Import Virtual Mac...
\ﬁ Hyper-V Settings...
1 Virtual Switch Man...
ﬂl Virtual SAN Manag...
Edit Disk...
Inspect Disk...

DlE

Remove Server
Refresh
View

=
&
@ Stop Service
x
Q
e

Help

8. Specify folders to store the Virtual Machine files (or accept the default folders), then click

Next.

21
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Import ¥irtual Machine -

~ Choose Folders for Virtual Machine Files

Before You Begin ‘fou can specify new or existing folders ko store the virkual machine files, Otherwise, the wizard
i imparts the files to default Hyper-Y Folders on khis computar, or ta Folders specified in the virtual
Locate Falder machine configuration.

Select Yirtual Machine

[] Stare the wirtual machine in a different location
Choose Import Type

Choose Destination

Ci\ProgramDataiMicrosoftiindows |\ Hyper-yl,
Choose Starage Folders
SuUrnMary

Ci\ProgrambDataiMicrosoftiwindows\Hyper-y

C:\ProgramDataiMicrosoftiWindows\Hyper-y'

[ ] [t

9. Choose folders to store the Virtual Hard Disks or accept the default location and click Next.

Import Yirtual Machine -

/:F" Choose Folders to Store Virtual Hard Disks

Before You Begin ‘where do wou want to store the imported wirtual hard disks For this virtual machine?
Locate Folder

[Relet=lila D 11 Lseer st PuUblici DocumentsiHyper-wivi

fivirtual Hard Disks)

| | Browse, ..
Select Yirtual Machine

Choose Import Type

Choose Destination

Surnrary

T

10. Review the import configuration and click Finish. (Click Previous to return to a screen and
make changes.)

11. Configure the Network Adapter. Right-click on the VA and select Settings.

22 Part No. 033510-10, Rev. A



Virtual Machines

-
Mame

§ Win? - An 91.38-performance-0%412R03

§ Ornnitis Connect..,
Settings...
Start
Checkpoint
Mowe,.,
Export...
Rename..

Delete...

Enable Replication..,

Help

State CPU Usage Assigned Mermaory Uptirme Status

aff

46.07:32:34

Funning 0% 16384 MB

12. Select Network Adapter, then select the Virtual Switch that you created when you

configured Hyper-V.

| Omnivista 421R0EA-b50-4n

| 4 » &

# Hardware
“"‘Jﬂj Add Hardware
1k BIOS

Book from <D

[ [Azmory
16354 MB

n Processar

& Wirtual processors
(= il IDE Controller 0

- Hard Drive
ovnmse-4.2, 1.R01-50,0-di.,.

(= i IDE Controller 1
% DD Drive
Hane
I=) E SCSI Contraller

% Hard Drive
ovnmee-4.2, 1. R01-50,0-di..

@ Metwork Adapter

Specify the canfiguration of the netwark adapter ar remave the netwark adapter.

Wirtual switch;
|Brnadcnm Metxtreme Gigabit Ethernet #2 - Mirtual Switch
Not connecked

[ Mebwork Adapter
Broadcam Netttreme Gigabit Eb. ..

oMt

Mone

T comez

Mone

I Diskette Drive
Mone

L] Mame

Omrivista 421R01EA-BS0-An
IEI Inteqgration Services

Some services offered

13| Checkpaint File Location
CH\ProgrambatalMicrosaftwin. ..

%é Smart Paging File Location
CH\ProgramDatalMicrosaftiWwin. ..

The ¥LAM identifier specifies the virtual LAN that this virtual machine will use For all
network, communications through this network adapter,

Bandwidth Management
["] Enable bandwidth management

Specify haw this network adapter utilizes netwark bandwidth, Both Minimurn
Bandwidth and Mazximum Bandwidth are measured in Megabits per second.

@ To leave the minimum or maximum unrestricked, spedfy 0 as the value,

Mirirnurn bandwidth:

Manirnum bandiidth:

Ta remove the network adapter Fram this virtual machine, click Remowve.

Remove

@ Use a legacy network adapter instead of this network adapter to perform a
netwark-based installation of the guest aperating system ar when inkegration
services are not installed in the guest operating system.
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Once the Virtual Appliance is powered on, go to Completing the OmniVista Installation to
complete the installation.

Note: After deploying the OmniVista VM, configure any additional NICs you may need on
the VM before Completing the OmniVista Installation.

Completing the OmniVista Installation
Follow the steps in the following sections to complete the OV 2500 NMS-E 4.5R1 installation.

1. Launch the Hypervisor Console for the new VM. The Keyboard Layout prompt will appear.
Press Enter if you do not want to change the default keyboard layout, or enter y then press
Enter to change the default keyboard layout.

rovide it to ALE Support Tea
Uirtual fAppliance.
ress [Enter] to continue

2. Press Enter, then enter and confirm a Technical Support Code Password. This is a password
that will be used by Technical Support to access the VM, if necessary. The password prompt
appears.

the new passwords in order to ma
wrd must be >= 8 and <= 38 charac

3. Specify an administrative password, then re-enter to confirm the new password. Follow the
guidelines on the screen when creating the password.

Important Note: Be sure to store the password in a secure place. You will be prompted
for the password at the end of the installation. Lost passwords cannot be retrieved.

The OV IP address prompt appears. Note that OmniVista supports configuration of three (3)
IPs: the OmniVista IP, the Captive Portal IP and an additional OmniVista Web Management IP.
These IPs are configured on the Configure IP and Ports Screen.
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L LN

w Conf igure IPs and Forts H

LR R LR

Reading current conf i » wait. ..
(%) Please input DU I
Flease input subnet mas

[1] ethB-BA:8
[Z] ethl-B8:8
(=) Type your optio
'lease input OV Web HTTF port [BB1:
Please input OU Web H S t [443]1:
J IP with:

4. Press Enter to configure the OmniVista IP address and mask.
5. Enter an IPv4 address.

6. Enter the IPv4 network mask. If you have more than one NIC configured for the Virtual
Machine, you will be prompted to select the NIC to use for the OmniVista IP. Select the NIC and
press Enter.

7. Enter the OV Web HTTP Port.
8. Enter the OV Web HTTPS Port.

9. Enter y and press Enter to continue. The Configure Captive Portal IP & Ports prompt
appears.

onf igure Captive Portal IP & Ports
[1]1 Conf igure n C ive Portal IP & Captive Portal Ports

[2]1 Disable C
(%) Type your optiom: _

10. Enter 1 and press Enter to configure the Configure Captive Portal IP & Ports. If you are not
managing a wireless network and will not be using Captive Portal, enter 2 and press Enter.

If you select 1 in this step, the Captive Portal IP & Ports configuration must be completed (Steps
11 - 12). If you select 2, go to Step 13.
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Conf igure Captive Portal IP & Ports
[11 Cigure ne iptive Portal IP & Captive Portal Ports

(%) Please inpu
Please input su
e have only « Lt e Z9:bc:94:4al, so use it for Captive PFortal IF too
dould you like ) e Captive Portal IPv6 [yinl (n): n
Ilease input Captive Forta ] ort [BB]1: 8@
I'lease input Captive Forta J port [4431:
ive Portal IP with:

11. Enter a Captive Portal IPv4 address and subnet mask. There are three (3) possible Captive
Portal configurations:

o The Captive Portal IP is in a different subnet than the OmniVista IP and is assigned to a
different NIC. (Recommended)

e The Captive Portal IP is in the same subnet as the OmniVista IP and it is assigned to the
same NIC.

e The Captive Portal IP is the same as the OmniVista IP (you must use different ports).

After configuring a Captive Portal IPv4 address, an IPv6 Captive Portal Address prompt
appears. Enter y and press Enter to configure an IPv6 Captive Portal address; otherwise enter
n and press Enter to continue.

12. Enter the Captive Portal HTTP and HTTPS port numbers. The Captive Portal configuration
is displayed. Enter y and press Enter at the confirmation prompt to continue. The following
prompt appears.

onf igure Additional OV Web IP
[1]1 Configure new Additional OV Web IP

[2]1 Disable Additional OU Web IP
(%) Type your option:

13. If you want to configure an additional OV Web IP on a different NIC, enter 1 and press Enter
to configure the IP address; otherwise, enter 2 and press Enter, then enter y and press Enter at
the Confirmation Prompt to continue.

Note: An additional OV Web IP address provides you with another way of accessing the
OmniVista Ul. The OV Web IP address must be configured on a different NIC and different
subnet than the OmniVista IP and Captive Portal IP.

OmniVista will apply the configurations (this may take a minute). When configuration checks are
complete, press Enter at the Confirmation Prompt to continue.

14. The Memory Configuration Based on Network Size screen is displayed.

26 Part No. 033510-10, Rev. A



- R R R R R e )

# Memory Conf igurat 1 on Network Size "

Rl B e s e

hoose the number of devices:
[1] Low (lower than S5HE)
[£2] Medium (588

5! Low (lower than 5S5HA)

he conf iguration
Press [Enter] to

Select the number of devices OV 2500 NMS-E 4.5R1 will manage. To select a range, enter its
corresponding number at the command prompt (e.g., enter 1 for Low). Ranges include:

e Low (fewer than 500 devices)

o Medium (500 to 2,000 devices)

e High (2,000 to 5,000 devices)

e Very High (5,000 to 10,000 devices).

Press Enter; then enter y and press Enter at the confirmation prompt. The Default Language
Prompt appears.

Select default language for OU UI
[1]1 English

[2]1 Chinese
(*) Type your option: _

15. Select the default language to be displayed on the OmniVista Ul, then press Enter. Enter y
and press Enter at the at the Confirmation Prompt. The Configure the Virtual Appliance Menu
will appear.

Note that you can always change the Ul language display in the Preferences application
(Administration — Preferences — User Settings — Locale).

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 20GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Recommended System Configurations for details.

Important Note: The High-Availability feature supports up to 4,000 devices.
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w Configure The Virtual Appliance M
w [1]1 Help
w [Z2]1 D

f i gur

[8] Exit Configura

ould you like

default gateway:
[yinl (yl):
he conf iguration

17. Enter an IPv4 default gateway IP address.

18. Press Enter at the confirmation prompt to set the gateway. Press Enter to continue and
return to the Configure the Virtual Appliance Menu.

R R R R R R R R R R R R L R R e

w Configure The Virtual Appliance H

[131 Chang
[141 Confi
81 Exit C

19. Type 0 and press Enter to exit the menu and complete the installation. Press Enter to
continue. OmniVista will display the current configuration and reboot (it takes about a minute to
go display the current configuration and start the reboot). When the reboot is complete, the
OmniVista Login Screen will appear.

28 Part No. 033510-10, Rev. A



Centls Linux @ (Cored
KEernel 3.1H0.B-95Y .el? . <H6_61 on an =HH_64

Product MName: Alcatel-Lucent Enterprise Dmnillista Z5HH NMG 4.5R1 GA
Juild Mumber: 47

atch Number: B

uild Date: B3-19-2828

echnical Support Code: alcatel
omnivista login:

20. Log into the VM.

e omnivista login — cliadmin
o password — Enter the administrative password you created in Step 3.
After successful login, the Virtual Appliance Menu appears.

» The Virtual Appl
e D T Do T oo Do oD T o o T o e e e e
[1] Help "
[Z]1 Configure The Virtual Appliance
[3] Run Wa il
w [4] =
w [D] C
w [6]

[?1

If necessary, you can configure additional settings (e.g., Proxy, DNS) that may be required to
access OV 2500 NMS-E 4.5R1. For more information on configuring the VM, see Appendix B —
Using the Virtual Appliance Menu.

Note: OV 2500 NMS-E 4.5R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for upgrade software, Application Visibility Signature Files, and
ProActive Lifecycle Management (PALM). If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. Otherwise, a Proxy should be configured
to enable OV 2500 NMS-E 4.5R1 to connect to these external sites (Port 443):

o ALE Central Repository - ovrepo.fluentnetworking.com

e AV Repository - ep1.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

o Device Fingerprinting Service - api.fingerbank.org.
21. After completing all required settings, verify that all services are running using the Run
Watchdog Command in the Virtual Appliance Menu. Select 3, then press Enter, then select 3

and press Enter to display the status of OmniVista Services. See Run Watchdog Command for
more details.

22. Once all services are running, enter https.//<OVServerIPaddress> in a supported browser to
launch OV 2500 NMS-E 4.5R1.
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Note: If you changed the default HTTPs port (8443) during VA configuration, you must enter
the port after the IP address (e.g., https://<OVServerlPaddress>:<HTTPsPort>).

23. The first time you launch OmniVista you will be prompted to activate the OmniVista License.
Import the license file (.dat) or enter the license key to activate the license. You can also
activate any additional licenses (e.g., Stellar APs, VM, BYOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Remember, if you want to configure a High-Availability Installation, you must deploy two (2)
VMs — one for the Active OmniVista Server (Node 1) and one for the Standby OmniVista Server
(Node 2). Make sure to deploy both VMs before converting them to a High-Availability
Installation.

Converting to a High-Availability Installation

After deploying two (2) VMs, you can convert the VMs to a High-Availability (HA) Installation. An
HA installation consists of a cluster of two VMs (Node 1 and Node 2), with one node acting as
the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2). They are
referred to as “Peer Nodes” in the installation process. If Node 1 fails, OmniVista will
automatically failover to Node 2. Once you have installed both VMs, you can convert them to a
High-Availability Cluster Configuration.

Note:

e You can convert a fresh 4.5R1 Standalone Installation to a 4.5R1 HA Installation.

e You can convert a 4.5R1 Standalone Installation to a 4.5R1 HA Installation if the
4.5R1 Standalone installation was upgraded from a 4.3R2 or newer Standalone
Installation.

e You cannot convert a 4.5R1 Standalone Installation to an HA Installation if the 4.5R1
Standalone Installation was upgraded from a 4.3R1 Standalone Installation.

There are two HA Installation configurations:

o Layer 2 Configuration — In a Layer 2 HA Configuration both OmniVista Server VMs must
be on the same subnet. In this configuration, you configure a virtual Cluster IP address.
Both the Active and Standby Nodes are reached through the Cluster IP address.
Network devices communicate with the Active Node through the Cluster IP address. In
the event of a failover, the Standby Node becomes the Active Node and network
devices, again, communicate to it through the Cluster IP address.

Generally, when converting an existing Standalone Installation, you will configure it as a
Layer 2 Installation (using the existing OmniVista Server IP address as a virtual Cluster
IP address). This will avoid having to re-configuring devices to a new OmniVista Server
IP address after the conversion because network devices will still be communicating with
OmniVista using the same IP address. During the conversion process, there is an option
to assign a new IP address to the existing OmniVista Server. The existing IP address is
then available in the next step to configure it as the Cluster IP address.

Important Note: Stellar APs are only supported in a Layer 2 HA Configuration. If you
are using Stellar APs, you must use a Layer 2 HA Configuration.
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Notes:

Layer 3 Configuration — In a Layer 3 HA Configuration the OmniVista Server VMs are on
different subnets, with a unique IP address for each server. Network devices can
communicate with both VMs (Active and Standby Nodes). Network devices
communicate with the Active Node. In the event of a failover, devices automatically
communicate with the new Active Node. You can convert an existing Standalone
Installation to a Layer 3 Installation; however, you will have to re-configure network
devices to communicate with both Nodes. Make sure network devices can communicate
with both nodes (Active and Standby).

Important Notes:

e Features or functions that require devices to contact OmniVista are not supported in
a Layer 3 Configuration (e.g., sFlow, Policy). This includes:

¢ Analytics Top N Applications and Top N Clients Reports
¢ AP Registration

e Groups

e PolicyView

e Syslog

¢ Unified Policy

e UPAM.

The Hypervisor’s on which you are installing OmniVista must have the latest Network
Adaptor drivers:

e Hyper-V:
e Broadcom: Version b57nd60a.sys version 16.8 and later.
e HP: Version 16.8 and later.
e VMware:
e Broadcom: Version Tg3-3.133d.v55.1-101300361 and later.

The recommended network bandwidth is 1Gbps. The recommended network latency is
1ms.

You must have a High-Availability License to enable the High Availability Feature. After
you complete the installation, the first time you open OmniVista in a browser, you will be
prompted to activate the OmniVista License and the High-Availability License.

To configure the Cluster, you will need IP addresses for the following:

Node 1 — This is the physical IP address of the Active Node (Node 1).
Node 2 — This is the physical IP address of the Standby Node (Node 2).

Cluster IP Address (Layer 2 Installation Only) — This is a virtual IP address that is
used to communicate with the network (and with the Active and Standby Nodes).

Important Note: Make sure to plan the Cluster IP address, Node IP addresses and
Hostnames carefully and have them available for reference throughout the installation
process for both VMs (Node 1 and Node 2).

Captive Portal Virtual IP Address (Layer 2 Configuration Only) — This IP address is
needed if you want to use Captive Portal in HA Cluster Mode (Layer 2 Configuration).
This virtual IP address is used to communicate with the network (and with the Active and
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Standby Nodes) when you use the Captive Portal. This IP address must be on the same
subnet as the Static Captive Portal IP address.

e Additional OV Web Virtual IP (Layer 2 Configuration Only) — This optional additional
OV Web Virtual IP provides you with another way of accessing the OmniVista Ul. The
OV Web Virtual IP address must be on the same subnet as the static OV Web IP
address.

Layer 2 Configuration

In a Layer 2 HA Configuration both OmniVista Server VMs must be on the same subnet. In this
configuration, you configure a virtual Cluster IP address. Both the Active and Standby Nodes
are reached through the Cluster IP address. Converting a Layer 2 HA Configuration consists of
the following steps:

e Converting Node 1 to Cluster Mode

e Joining Node 2 to the Cluster
o Verifying the Conversion
e Loqgging Into the OmniVista Ul

Converting Node 1 to Cluster Mode

First, convert Node 1 to Cluster Mode. If you are converting an existing 4.5R1 Standalone
Installation, these steps are performed on the existing Standalone VM.

1. Launch a Hypervisor Console on the VM you want to configure as Node 1 and log in. The
Virtual Appliance Menu will appear.

2. On the Virtual Appliance Screen, enter 12 (Convert to Cluster) and press Enter. The following
Warning Prompt will appear:
U will restart if you continue.

Backing up this 0V alla efore contin g strongly recommended.
fire you sure want tc ed converting to cl r?lyinl (nd: _

3. Enter y and press Enter to continue. A second Warning Prompt will appear.

After rebooting, the background process will continue, this could take a while to complete in boot s
reent??

'reéss [Enterl] to continue
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4. Press Enter to continue. The VM will reboot. (The screen will go black for about 30 seconds
before displaying the reboot progress.) The process will continue for some time in the
background while the rebooting screen is displayed (the screen may appear to be “stuck” on the
reboot progress display). It can take up to 15 — 20 minutes for the process to complete. When it
completes, the VM configuration will be displayed, followed by the Login Screen.

Important Note: Do not attempt to log into the VM through SSH while the process is
running. Wait for it to complete and login to the VM through the Hypervisor Console when
the Login Screen is displayed.

Centls Linux @ (Cored
KEernel 3.1H0.B-95Y .el? . <H6_61 on an =HH_64

Product MName: Alcatel-Lucent Enterprise Dmnillista Z5HH NMG 4.5R1 GA

hiild Mumber: 47

atch MHumber: A

uild Date: BI-19-2828

echinical Support Code: alcatel
pmnivista login:

5. When the process is complete, log into the VM. The following screen will appear.
vYou have selected converting this node to cluster. Please complete this process. ..
ATTENTION: If you are converting an existing standalone conf iguration to a cluster conf iguration, yo

1 must use the existing standalone DUV IF address for the Cluster IP address to awvoid re-conf iguring
levices after the comsersion. Change the existing OV IF address to another IF address and use the ex

isting OV IP address for the Cluster IP in next steps. If the existing Captive Portal IP address is
the zame as the existing DU IP address, we must also change it.

i ld you like to enter IPs configuration menu to assign another IP address to this cluster node [yl
ml (yl:

Here you are given the option of re-configuring the current Node’s IP address. What you are
doing in this step is configuring a new physical IP address for the current Node (e.qg.,
10.255.222.203); and freeing up the current IP address (10.255.222.97) to be used as the
virtual Cluster IP address (Step 9). Network devices will then communicate with the virtual
Cluster IP address.

6. Enter y and press Enter to re-configure the current Node’s IP address and ports. The current
configuration is displayed and you are prompted for a new IP address. Enter y and press Enter
at the prompt and enter a new IP address (e.g., 10.255.222.203). (If you have multiple NICs
installed on the VM you will be prompted to select the NIC. Select the same NIC on which you
configured the original IP address.) Enter a subnet mask, and ports for the current Node, enter y
and press Enter at the Confirmation Prompt.

33 Part No. 033510-10, Rev. A



» Conf igure IPs and Por

e T a L r E s h

please wait...

Jould you 1 L ] 4 i Jinl (n): y
S nput r
nput subnet mas

Select the NIC for assi
[1] ethB-8H:Bc:2° 9

pe your op
input OV Web HTTP

ould you like to
IPv4: 18
Netma
NIC:
OV Web HTTP
OV Web HTTP:
[yinl C(yl:

7. You are prompted to configure Captive Portal IP and Ports. If you have already configured
Captive Portal on the Node, the current Captive Portal IP configuration is displayed. If you do
not want to configure Captive Portal, enter n and press Enter. To configure Captive Portal IP
and Ports enter y and press Enter.

By default, if you previously configured Captive Portal on the Node, the existing Captive Portal
IP address and default ports are prefilled with the address and ports. Press Enter to accept the
defaults).
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1 IP Configuration:

Prefix:

Important Note: Modifying the Captive Portal IP Address in the UAa Menu will mot update the existing
onf iguration on devices. You must modify the Global Settings in the Ul on the Global Configuration
- Settings page (Unified fAccess - Unified Profile - Template - Global Configuration - Setting) and a
ply the new setting to devices.

Jould you like to configure Captive Portal IP and Ports [yinl (n): y

Conf igure Captive Portal IP & Ports

ve Portal IP & Captive Portal Ports

168.8.11:
Hl:
Zital, so use it for Captive Portal IP too
Lal Jinl (nl:
port [B@]:
port [4431:
figure Captive Portal IP with:

Important Note: If Captive Portal was already configured on the Node you are converting, it
is recommended that you keep the existing configuration. If you do change the existing
Captive Portal configuration, you must manually re-configure all Captive Portal related
device configurations (including the Global Settings in the Unified Profile application).

8. If there is an additional OV Web IP configuration on the Node, it will be displayed. If an
additional OV Web Configuration does not exist for the Node you can enter y and press Enter
to configure it, or just press Enter to continue.
Current Additional OV Web IP Configuration:

IP:

Hetmask:

NI

ould you like to configure Additional OV Web IP [yinl (n):

OmniVista will apply the new configurations. This may take several minutes. When complete,
the following prompt will appear.

Conf iguratic has been affec
[Enter] to continue

9. Press Enter to continue. The Hostname Configuration Prompt will appear.

1is cluster node must have unique hostname among all other nodes in the same cluster.

Jo you want to assign new hostname for this node? [yinl (yl:

10. Enter y and press Enter to continue. The Configure Hostname Screen will appear.
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*lease i
dould you 1i mf igure :

hostname: ouvl
[yinl (y):
e conf iguration has been set
;s [Enterl] to continue

11. Enter a Hostname for Node 1 and press Enter. The Hosthame can be up to 15 characters,
but must be lower case (“‘ov1” not “OV1”). Enter y and press Enter at the Confirmation Prompt,
then press Enter again to continue. After several minutes, the Cluster Name prompt will appear.

ase input Cluster Mame: oucluster
like to configure:
Cluster Name: ovcluster
[yinl (y): _

12. Enter a Cluster Name (e.g., ovcluster), enter y, then press Enter. The following prompt will
appear.

ould you like to configure OV Virtual IF address [yinl (y): _

13. Enter y and press Enter. The current IP configuration of the Node is displayed and you are
prompted to enter the Cluster Virtual IP (the previous IP address of Node 1 —e.g.,
10.255.222.97). Enter the IP address and press Enter, then enter y and press Enter at the
Confirmation Prompt.

ould you li
! 1 18.255.222.97
blould you like t nf re DU Virtual IP:
' IP add

If you have Captive Portal configured on the Node, the Current Captive Portal IP Configuration
is displayed, and you are prompted to enter the Captive Portal Virtual IP address.

urrent Captive Portal IP Configuration:

Uirtual IP address: 198.168.8.3

> Portal Virtual IP:

14. Enter the Virtual Captive Portal Virtual IP address at the prompt (e.g., 198.168.0.3). It must
be on the same subnet at the Current Captive Portal.

If you have a Captive Portal IP v6 configuration or an additional OV Web IP configuration, you
will be prompted to configure the virtual IP addresses for each. Otherwise, the conversion
process will start with the progress displayed at the bottom of the screen (the process can take
15 — 20 minutes).

36 Part No. 033510-10, Rev. A



rent Captive Portal [Pu6 Conf iguration:
IP:
Netmask:
aptive Portal static IPu6 isn’t configured, so skip configuring Captive Portal Uirtual IPu6?

urrent Additional OV Web IP Configuration:
IP:
Netmask:
Additional OU Web static IP isn’t configured, so skip configuring Additiomal OU Web Virtual IP?

jInitializing
JInitializing
fConverting to c

After the process completes (Initializing Steps 1 — 3 each reach 100%), the following prompt will
appear.

r iz completed. Ple e and selec in cluster” ,
rator menu. P enter to log out now.

Bui ld Mumbs
Patch Mun

[31] C

[4] i reent Node
[51] C g Comemand
[B] i

[v1

[a1 "

[91 , Mode

[18] Power Off

[11] Reboot

[B] Log Out

Node 1 is now in High-Availability (Cluster) Mode. Join Node 2 to the Cluster as described
below.
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Joining Node 2 to the Cluster

1. Launch a Hypervisor Console on the VM you want to configure as Node 2.

The Virtual Appliance Menu H

R R R R o R R R R R R R R e e

[1] Help
[Z]1 Conf igur
[31

[41

[51 C

[61

[7] Login Authentication Se
[8]1 Power Off

[9]1 Reboot

[18] Advanced Mode

[11]1 Set Up Opt

[12]1 Convert to Clh

[13]1 Join C1

[8] Log Out

2. On the Virtual Appliance Screen, enter 13 (Join Cluster) and press Enter. The following
Warning Prompt will appear:
fill data on this node will be lost and OV will restart if you continue.

Backing up this OU installation before continue is strongly recommended.
Aire you sure want to proceed joining cluster?lyinl (n): _

3. Enter y and press Enter to continue. The Cluster Hostname Prompt will appear.

his cluster node must have unigue hostname among all other nodes in the same cluster.
sign new h name for this wode? [yinl (yl): _

e

Conf igure Hostname

5. Enter a Hostname for Node 2 and press Enter. The Hostname can be up to 15 characters,
but must be lower case (“‘ov2” not “OV2”). Enter y and press Enter at the Confirmation Prompt,
then press Enter again to continue. After a couple of minutes, the Configure Peer Node’s
Information Screen appears.

igure Peer Node’s Informatiom

ould you like to to
IF of Peer Node:
[yind (yr: _

6. Enter the physical IP address of Node 1. This is the new physical IP address you assigned to
Node 1 in Step 6 of the previous section (e.g., 10.255.222.203), then enter y and press Enter to
confirm.
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7. At the “Cluster Password” prompt, enter the “cliadmin” password for Node 1. The following
prompt will appear.

Getting information from Peer...
fif ter rebooting, the background process will continue, this could take a while to complete in boot s

Fress [Enterl to continue

8. Press Enter to continue. The VM will reboot. It can take up to 5 — 10 minutes for the process
to complete. When it completes, the VM configuration will be displayed, followed by the Login
Screen.

Cent(s Linux ¢ (C )
KEernel 3.1H0.B-95Y.e 17V . xB6_61 on an =86_64

Froduct Mame: Alcatel -Lucent Enterprise Omnillista 2508 NMG 4 .5R1 GA
Juild Mumber: 47

uild Dat :
echnical Suppo Code: alcatel
o2 login:

9. Log into the VM. The following screen will appear, showing the progress of the conversion
process on Node 2. The process can take up to 10 minutes.
fou have selected Joining cluster on this node. Please complete the process...
reparing, p wait...
Cormecting to Peer...
Continue comnecting to Peer as final joining step...

Joining cluster is now completed. Now the data is being synchronized between nodes.

You could trace the progress in show cluster status menu.

‘ou must logout and re-login to use the HA administration menu. Press Enter to do so

10. When the process is complete, you will be prompted to press Enter to logout and login (as
shown above). Press Enter at the prompt. The Login Screen will appear.

Centls Linux @ (Core)
KEernel 3.1H0.B-95Y.e 17V . xB6_61 on an =86_64

Froduct Mame: Alcatel -Lucent Enterprise Omnillista 2508 NMG 4 .5R1 GA

o2 login:

11. Log into the VM. The HA Virtual Appliance Menu Screen will appear.
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e T 1o o T oo e T o o Do o oo e e
# The HA Virtual Appli Menu

T e e e e P e e e e e e e e - D - - e D

[1] Help

[Z] Show OV C

[18] Power OFfF
[11] Reboot
[A] Log Dut

The High-Availability Conversion Process in now complete. Verify the configuration as
described below.

Verifying the Conversion
1. Verify that all services are running on Node 1:

e Go to the HA Virtual Appliance Menu of Node 1.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details.

2. Verify that all services are running on Node 2:

e Go to the HA Virtual Appliance Menu of Node 2.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details. Note that on Node 2, all services should be
running except upam and nginx. It is the expected behavior on the Standby Node
that these services will be “Stopped”.

3. Check the Cluster status on Node 1.
e Go to the HA Virtual Appliance Menu of Node 1.

e Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status for
more information.

Logging into the OmniVista Ul

1. Once all services are running, enter https.//<ClusterlPaddress> in a supported browser to
launch OV 2500 NMS-E 4.5R1.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https.//<IPaddress>:<HTTPsPort>).

2. The first time you launch OmniVista you will be prompted to activate the OmniVista License
(fresh installation) and the High-Availability License. Import the license file (.dat) or enter the
license key to activate the license(s). You can also activate any additional licenses (e.g., Stellar
APs, VM, BYQOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
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passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Layer 3 Configuration

In a Layer 3 HA Configuration the OmniVista Server VMs are on different subnets. Network
devices then communicate with both VMs (Active and Standby Nodes) simultaneously. You can
convert an existing Standalone Installation to a Layer 3 Installation; however, you will have to
re-configure network devices to communicate with both Nodes. Converting a Layer 3 HA
Configuration consists of the following steps:

e Converting Node 1 to a Cluster Configuration
e Joining Node 2 to the Cluster
e Verifying the Conversion

e Logging Into the OmniVista Ul

Converting Node 1 to Cluster Mode

First, convert Node 1 to Cluster Mode. If you are converting an existing 4.5R1 Standalone
Installation, these steps are performed on the existing Standalone VM.

1. Launch a Hypervisor Console on the VM you want to configure as Node 1 and log in. The
Virtual Appliance Menu will appear.

Lo
Login Authentication Server

Power Off

nced Mode
Up Optional Tools

(%) Type your option:

2. On the Virtual Appliance Screen, enter 12 (Convert to Cluster) and press Enter. The following
Warning Prompt will appear:
U will restart if you continue.

acking up this 0OV installation before continue is strongly recommended .
ire you sure want to proceed cowverting to c ter?lyinl (n):

3. Enter y and press Enter to continue. A second Warning Prompt will appear.

fter rebooting, the background process will continue, this could take a while to complete in boot s
reenttt

'ress [Enter] to continue
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4. Press Enter to continue. The VM will reboot. It can take up to 15 — 20 minutes for the process
to complete. When it completes, the VM configuration will be displayed, followed by the Login
Screen.

Important Note: Do not attempt to log into the VM through SSH while the process is
running. Wait for it to complete and login to the VM through the Hypervisor Console when
the Login Screen is displayed.

Centls Linux @ (Core)
Eernel 3.1H0.B-95Y.e 17 ..xB6_61 on an =86_64

Froduct Mame: Alcatel -Lucent Enterprise Omnillista 2508 NMG 4 .5R1 GA

uwild Dat 1 A
echnical Support Code: alcatel
oud login:

5. Log into the VM. The following screen will appear.
ou have selected converting this node to cluster. Please complete this process...

ATTENTION: If you are converting an existing standalone configuration to a cluster configuration, yo
t must use the existing standalone OV [P a s for the Cluster IP address to avoid re-configuring
evices after the conversion. Change the e ting OV IF address to another IP address and us

isting OV IF address for the Cluster IP in v steps. If the existing Captive Portal IP addr

the same as the existing OV IP address, we st also change it.

Jould you like to enter IPs configuration menu to assign another IFP addr to this cluster node [yi
nl (y): _

6. Enter n and press Enter to continue with the installation. The Hostname Prompt will appear.

cluster n
jou want to

*lease input hosts
ould you like to configure:
hostname: ouvl
[yinl C(yl:
e conf iguration has been set
ress [Enter] to continue

8. Enter a Hostname for Node 1 and press Enter. The Hostname can be up to 15 characters,
but must be lower case (“ov1” not “OV1”). Enter y and press Enter at the Confirmation Prompt,
then press Enter again to continue. After several minutes, the Cluster Name Prompt will appear.

‘reparing, please wait...

er Mame: oucluster
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10. Enter n, press Enter, then enter y and press Enter again at the Confirmation Prompt. Note
that if you are converting from an existing Standalone Installation and were using a Captive
Portal, it will be disabled in a Layer 3 Configuration. The process will start with the progress
displayed at the bottom of the screen (the process can take 10 — 15 minutes).

Portal Virtual IPv4 isn't configured, so skip configuring Captive Portal Uirtual IPuv6?

t Additional OV Web IFP Configuration:
IP:
Netmask:
U Virtual IP isn’t configured, so skip configuring Additional OV Web Virtual IP?

Initializing
Initializing (

After the process completes (Initializing Steps 1 — 3 each reach 100%), the Login Screen will
appear. (You may have to press Enter to display the Login Screen after the process
completes.)

S Linux ¥ (Corel
3.18.8-957.el?.=x06_64 on an =86 64

echnical Suj
wl login:

[11]1 Reboot
[A] Log Dut

Node 1 is now in High-Availability (Cluster) Mode. Join Node 2 to the Cluster as described
below.
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Joining Node 2 to the Cluster

1. Launch a Hypervisor Console on the VM you want to configure as Node 2.

# The Virtual Appli ; "

R e e e e e R

t Up Optional Tools
2 Cluster

: 0
[13] Join Cl
[B] Log Out

2. On the Virtual Appliance Screen, enter 13 (Join Cluster) and press Enter. The following
Warning Prompt will appear:

fill data on this node will be lost and OV will restart if you continue.
Backing up this OV installation before continue is strongly recommended.

stname among all other nodes in the
r this node? [yinl C(yl:

ould you 1i
hostna
[yinl C(yl:

5. Enter a Hostname (up to 15 characters) for Node 1 and press Enter. Enter y and press Enter
at the Confirmation Prompt, then press Enter again to continue. Note that the Hosthame must
be in lower case letters (e.g., “ov2” not “OV2”). The Configure Peer Node’s Information Screen
appears.

[yinl C(yl):

6. Enter the IP address of Node 1 (e.g., 10.255.222.97), then enter y and press Enter to
confirm.

44 Part No. 033510-10, Rev. A



7. At the “Cluster Password” prompt, enter the “cliadmin” password for Node 1. The following
Confirmation prompt will appear.

Af ter rebooting, the background process will continue, this could take a while to complete in boot s
reen?t?

Press [Enterl to continue

8. Press Enter to continue. The VM will reboot. (The screen will go black for about 10 seconds
before displaying the reboot progress.) The process will continue for some time in the
background while the rebooting screen is displayed (the screen may appear to be “stuck” on the
reboot progress display). It can take up to 5 — 10 minutes for the process to complete. When it
completes, the VM configuration will be displayed, followed by the Login Screen.

Centls Linux ¥ (C
G 61 on an =H6_G4

Froduct Mame: Alcatel -Lucent Enterprise Omnillista 2508 NMG 4 .5R1 GA

atch Humber

uild Date: A

echnical Support Code: alcatel
o2 login:

9. Log into the VM. The following screen will appear, showing the progress of the conversion
process on Node 2.

Joining cluster on this node. Please complete the process...

Continue connecting to Peer as fFinal joining step...
Joining cluster is now completed. Now the data is being synchronized between nodes.

You could trace the progress in show cluster status menu.

‘ou must logout and re-login to use the HA administration menu. Press Enter to do so

10. When the process is complete, you will be prompted to press Enter to logout and login (as
shown above). Press Enter at the prompt. The Login Screen will appear.

Centls Linux ¥ (C
Eerne

Juild Mumber: 47
atch Humber: B

uwild Date: A
echnical iport Code: alcatel
o2 login:

11. Log into the VM. The HA Virtual Appliance Menu Screen will appear.
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w The HA Virtual App
w [1]1 Help
[2]1 §

[18] Power Off
[11] Reboot
[A] Log Out

() Type your

The High-Availability Conversion Process in now complete. Verify the configuration as
described below.

Verifying the Conversion
1. Verify that all services are running on Node 1:

o Go to the HA Virtual Appliance Menu of Node 1.

o Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details.

2. Verify that all services are running on Node 2:

e Go to the HA Virtual Appliance Menu of Node 2.

e Enter 5 (Run Watchdog Command) then press Enter. Enter 2 (Display Status of All
Services) and press Enter to display the status of OmniVista Services. See Run
Watchdog Command for more details. Note that on Node 2, all services should be
running except upam and nginx. It is the expected behavior on the Standby Node
that these services will be “Stopped”.

3. Check the Cluster status on Node 1.
e Go to the HA Virtual Appliance Menu of Node 1.

e Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status for
more information.

Logging into the OmniVista Ul

1. Once all services are running, enter https./<IPaddress of the Active Node> in a supported
browser to launch OV 2500 NMS-E 4.5R1.

Note: When you create a Layer 3 Cluster Configuration, OmniVista randomly assigns the
Active Node to one of the VMs during the “Join Cluster” process (not necessarily to the first
Node you configured for the Cluster). Use the “Show OV Cluster Status” command on the
HA Virtual Appliance Menu to confirm the Active Cluster.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https./<IPaddress>:<HTTPsPort>).
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2. The first time you launch OmniVista you will be prompted to activate the OmniVista License
(fresh installation) and the High-Availability License. Import the license file (.dat) or enter the
license key to activate the license(s). You can also activate any additional licenses (e.g., Stellar
APs, VM, BYQOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Upgrading from 4.4R2 to 4.5R1

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS-E
4 4R2 Standalone or High-Availability Installation to an OV 2500 NMS-E 4.5R1 Standalone or
High-Availability Installation.

Upgrading from 4.4R2 Standalone to 4.5R1 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.4R2 Standalone Installation to an OV 2500 NMS-E 4.5R1 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

o Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.5R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.
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Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

1. Open a Console on the OV 2500 NMS-E 4.4R2 Virtual Appliance.

L

# The UVirtual aAppliance Menu "

LR R R R R R R R s

» [1]1 Help L
[Z2] Configure The Virtwual Appliance
[31
[4]
[51 C
[6]
[7]1 Login Authentication Serwer

[B]1 Power Off

[9]1 Reboot

[18]1 Advanced Mode

[11]1 Set Up Optional Tools
[12]1 Convert to Cluster
[13]1 Join Cluster

[B] Log Out

(=) Type your option:

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

« [1]1 Help

= [Z2] To 4.4RZ (Upgrade to Latest patch of Current Release, if amy)

e [3]

+ [4]

« [5] Conf igur

¢ [6] Conf igur

= [7] Backup-Restore [

« [A] Exit

T < Tl T Tl T Tl Tl T Tl - T e T el

(=) Type your option:

3. Enter 2 — To 4.4R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

o

Upgrade S

[Z2]1 Download and U

[3]1 Dowmlos

[4] Upgrade from downloaded pa
[A]1 Exit
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt.

urrent version of Virtual Appliance
uct Hame: Alcatel-Lucent Enterprise Ommillista Z58H NMS 4.4RZ GA

B

i ilable package:
pgrade information for 4.4R2

Available Packag

: > build S8
: http: nterprise.alcatel-lucent . comTproduct =Om il JHNet. (Management
s page=overview
: ALE USA Inc.
ption : Pa 1 for Alcatel-Lucent Enterprise Dmmilista 2588 NMS-E 4.4R2
: build S8

 Fix DUE-79322: Update nmew Captive Portal Certificate in OUE

dould you like to install the package [yinl (n): _

5. Enter y and press Enter at the Confirmation Prompt to apply the patch.

6. When the installation is complete, the following message will appear. Press Enter to
continue, then press Enter to reboot the VM.

Complete?

Operation is successful

You can safely ignore any warnings that may have been displayed above
Press [Enter] to continue

The Virtual Appliance has to be restarted for applying new changes
Press [Enterl to continue

When the reboot is complete, the login screen will appear. Note the Build Number and Patch
Number displayed (e.g., Build Number 50, Patch 1).

Cent03 Linux 7 (Cc
Kernel 3.18.8-957.el7.xB6 64 on an =B6_64

lrechmical Support Code: alcatel
roduct M : Alcatel-Lucent Enterprise Omnilista 25688 NM5 4.4R2 GA

7. Login to the VM. The Virtual Appliance Menu will appear.
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w [11]
w [Z]1 C igure Virtual Appliance

[31 : [ Command
[4]

[5]1 C

[6]

[?1

[B]1 Power
[9] Re
[18] A
[11]1 S
[121

[13]1 Jo

Note: Make sure all services are running before proceeding to Step 8.

8. Enter 4 — Upgrade/ Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

B o R B B 3 R R R o 3 B B o B B R R P o - B R R P 0 B 3 R R R P 0 0 B B R e o B S S 3 B e e R P B S S S S S B R R R S S S S S R R R R RS S
W |_||_'|[_|

e o oo e e o T e e -
« [1]1 Help

« [£] To 4.4RZ (Upgrade to Latest patch of Current Release, if any)

LR R A R e R R e R R R R A R R R R R

() Type your option:

9. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

T e T e T e e T e

« [1] Upgrade to 4.5R1
-
LA RS AR LR SRR RREREERRE R REFREERERERERRRRREFERESRRSRRREREEEREERERFERERREERSREREREEEERDDREREEREESSEEEEEERERSSDEEREERER]

(=) Type your option: _

10. Enter 1 - Upgrade to 4.5R1 and press Enter to bring up the Upgrade System Options
Menu.

« Upgrade m Oy ns

(e R R R R R R R R R R R R R R R R o
« [1] Help

* [Z£] Dowmload and Upgrade

0 e e e T e e e e e T e R e

(=) Type your option:
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11. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

aurrent version of Virtual aAppliance

juild MHuml :
Fatch Mumber:

12. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R1.

Getting wj de information for 4.4 .
Current version of Virtual Appliance is the latest build of 4.4RZ

Getting upgrade information for 4.5R1...
pgrade information for 4.5R1

':I_I,Irl'[p_l_]:'l_] : L | = s k
IRL ; duct=0Ommillis HANe twor kManageme
;pa overview

e : ALE U3A Inc.

Jescription @ Alcatel-Lucent Enterprisze Omnilista 2588 NMS-E

You have chosen to upgrade to latest z& refer to Helease Motes and Insta
upgrade

Lion can result : r e taking a UM snap t and read Instal
:lease Mo of new rele prior to this.
Are you ready to proceed ¥ [yinl (

13. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

14. When the installation is complete, the following prompt will appear “Complete! Operation
Successful”. Press Enter to continue. The VM will reboot. The reboot process will take several
minutes. When the reboot is complete, the current configuration is displayed, followed by the
Login Prompt.
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15. Log into the VM and verify the upgrade.

Verify that the Build Number is correct.

¢ From The Virtual Appliance Menu, select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display Status
of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS-E 4.5R1.

Important Notes for Stellar APs:

If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2600 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. From the Virtual Appliance Menu. Select 2 - Configure the Virtual Appliance..

2. Select 2 - Display Current Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 9 - Configure Network Size.

4. Select 2 - Configure OV2500 Memory, then select your current memory
configuration (e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to
continue.

5. At the Watchdog Service prompt, press Enter to restart Watchdog Services.

Upgrading from 4.4R2 HA to 4.5R1 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.4R2 High-Availability Installation to an OV 2500 NMS-E 4.5R1 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.
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¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

¢ Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

e Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

e Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS-E 4.5R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

High-Availability Upgrade Workflow

The basic steps for performing a High-Availability upgrade are:

1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node to the Latest 4.4R2 Patch (as part of the upgrade process, do not
reboot the Active Node until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node to the Latest 4.4R2 Patch

Disable Maintenance Mode on the Active Node (wait for cluster to be synchronized when
completing upgrade to 4.4R2 patch)

Enable Maintenance Mode on the Active Node (to continue upgrade to 4.5R1)

Upgrade the Active Node to 4.5R1 (as part of the upgrade process, do not reboot the Active
Node until the Standby Node is upgraded. See procedure for details.)

7. Upgrade the Standby Node to 4.5R1
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8. Disable Maintenance Mode on the Active Node

9. Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS-E 4.4R2 Active Node. This will enable Maintenance
Mode on both nodes in the Cluster.

w The HA Virtwual Appliance Menu W
#» [1]1 Help
[Z] Show OU Clus
[31 "€
[41 C igur
[9]1 Run Watc ]
[6] Upgrade~Back
[?]1 Logging
[B8]1 Setup Optional Tools
[9]1 Advance Mo
[18] Power Off
[11]1 Reboot
[B] Log Out

© Portal Virtwal IP
- Conf igu we Portal Uirtwal IP wb
« [6] Configure Additional OV Web Virtual IF
« [¥] Remowve peer node from s
e [81 Ci
« [31 Con

gure Pe Mo = Information
able Maintenance Mode

LR RS

(=) Type your option:

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.
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you have enabled Maintenance Mode to upgrade both vnodes in cluster, please make sure that both no
are completely upgraded before dizabling Maintenance Mode!
[Enter] to continue

wld you like to enable Maintenance Mode [yinl n): y
confl iguration has been set
: [Enter] to cont

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Upgrade the Active Node to the Latest 4.4R2 Patch

w Thie HA Virtual Appliance Menu
# [11 Help

[Z e OV Clu

[31 .

[4]1 Conf ig

[5]1 Run Watch

[6]1 Upgrade~B

[?]1 Logging

[B8]1 Setup Optional Tools

[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

e L o T T R T T g R R R T R R E T ooy
Ui o
LR R B R REEREES R R R R EREEERERS AR REEREEREESSERERRERERES SRS EREEEREESEAREEREREESE BB EEREERESESEES B EEERE RIS 338 BEREE]

« [1]1 Help

= [2] To 4.48Z (Upgrade to Latest patch of Current Releasze, if amy)

= [3] To Hew Re

‘ ]l - ALE Central Repo)

val” (Selected - Disabled)
B MMS Data

LA R R T e T e T T e T T e e e T e e T e

(#) Type your option: _ n

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 2 — To 4.4R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

00T oo oo e300 o oo oo

55 Part No. 033510-10, Rev. A



3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt.

urrent version of Virtual Appliance
uct Hame: Alcatel-Lucent Enterprise Ommillista Z58H NMS 4.4RZ GA

. @
ilable packages 4.4RZ operation is in progress...

pgrade-lnfnrnatlnn for 4. 4R2

Available Packag

roduct =0mnil) JHNet. (Management
. ALE USA Inc.
ption : Pa 1 for Alcatel-Lucent Enterprise Dmmilista 2588 NMS-E 4.4R2
: build SB

 Fix DUE-79322: Update nmew Captive Portal Certificate in OUE

dould you like to install the package [yinl (n): _

4. Enter y and press Enter at the Confirmation Prompt to apply the patch.

5. When the installation is complete, the following message will appear. Press Enter to
continue, then press Enter to reboot the VM.

e > any warnings that may have been displayed abouve
Fress [Enter] to continue

e Virtual Appliance has to be restarted for applying new changes
ARM ING :

Do MOT proceed with reboot of this node if the other node in the cluster is not upgraded yet.
Froceed with reboot of this node only when both wodes in the cluster are upgraded successfully.
fter both nodes are rebooted, you must tuen of f the Maintenance Mode.

Press [Enter] to reboot.

Do not press Enter at the second prompt to reboot the VM. Reboot the VM and complete the
upgrade to the latest 4.4R2 Patch after upgrading the Standby Node to the latest 4.4R2 Patch.

6. Upgrade the Standby Node to the latest 4.4R2 patch. After upgrading the Standby Node,
return to this screen and continue with Step 7 below to reboot the Active Node and complete the
upgrade process.

7. Press Enter to reboot the VM.

8. The reboot process will take several minutes. When the reboot is complete, the Login Screen
will appear.
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CentDS Linux 7 )

=)
fernel 3.18.8 17.xB6_64 on an =B6_64

echnical Suppor

'roduct NHame : t Enterprise Omnillista Z5HH HMS 4.4B<L GA
Build Humber: 5H

Fatch Number:

Build Date: 11-/8E

e login: _

Menu.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading both Nodes to 4.5R1.

10. Log into the VM. The HA Virtual Appliance Menu is displayed.

[18] Power O
[11]1 Reboot
[B] Log Dut

) Type you

11. Verify that the Patch Number is correct (Patch Number 1). On the HA Virtual Appliance
Menu and select option 4 — Configure Current Node, then select option 2 — Display Current
Node Configuration to view the current Build Number. See Display Current Node Configuration
for more details.

57 Part No. 033510-10, Rev. A



Upgrade the Standby Node to the Latest 4.4R2 Patch

W e

#» The HA Virtual Appliance i

MR R MR N e e s R RN MR MR R MR R R R R R R R R RN R R R R R
# [1]1 Help

21 § v C

[Z W OU

nt Mode
Run Watchdog Command

Upgrade-Back Restore UA

Logg ing
Setup Optional Tools
Advance Mode

[18]1 Power Off

[111 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

D R B e e aT ah s ae be s R ar b B el b s e g xS
w Up ki =

- B B B B R B B B m B n S R B a S
Help
To 4.4R2 (Upgrade to Latest patch of Current Release, if amy)

ALE Central Repo)

" (Selected - Disabled)
B MMS Data

PR R AR R R R A R R R R R R R R R

(%) Type your option: _ R

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 2 — To 4.4R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

o

Upgrade S

[2]1 Dowmload

[3]1 Dowmlos
[4] Upgrade from downloaded pa
[A]1 Exit

3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the “Install” Prompt.
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urrent version of Virtwual fAppliance

or 4.4R2 operation is in progress...

> build 58
: http rprize.alcatel - lucent .com<fproduct =0mnili HENe tuor kHanagementSystemfamp
. page=overview

Enterprise DmnilVista 2588 NMS-E 4.4R2

 Fix DUE-79322: Update nmew Captive Portal Certificate in OUE

Jould you like to install the package [yinl (n): _

4. Enter y and press Enter at the Confirmation Prompt to apply the patch.
5. When the installation is complete, the following prompt will appear.

saflely ignore amy warnings that may hawve heen displayed abowse
% [Enter] to continue

6. Press Enter to continue. The following reboot prompt will appear.

e Uirtual Appliance has to be restarted for applying new changes

AR NG :
Do HOT proceed with reboot of this node if the other mode in the cluster iz wot upgraded
Froceed with reboot of thiz node only when both nodez in the cluster are upgraded succes
ifter both wodes are rebooted, you smust tuwen of f the Maintenance Mode.

Press [Enter] to reboot.

7. Press Enter to reboot the VM. While the Standby Node is rebooting, return to the Active
Node Console Screen and reboot the Active Node (Step 7, page 53).

8. The reboot process will take several minutes. When the reboot is complete, the Login Screen
will appear.

entDS Linux 7 (( =)
lernel 3.18.8-9 el?.x06_61 on an xB6_64

echnical Support Code: alcatel

'roduct N fAlcatel-Lu Enterprize Omnilista Z5HB NMS 4.4RL GA
Build Mumber: 58

Patch Number: 1

Build Date: 11~

g login: _

9. Log into the VM. The HA Virtual Appliance Menu is displayed.
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[1]
[2] 3
[3]
[4]1 C
[5]
[6]

[7]

(81

[9]1 A

[181

[11]1 Reboot
[A] Log Dut

12. Verify that the Patch Number is correct (Patch Number 1). On the HA Virtual Appliance
Menu, select option 4 — Configure Current Node, then select option 2 — Display Current
Node Configuration to view the current Build Number. See Display Current Node Configuration
for more details.

Disable Maintenance Mode on the Active Node in 4.4R2 patch 1

Open a console on the Active Node to disable Maintenance Mode. This will disable
Maintenance Mode on both nodes in the Cluster.

1. Go to the HA Virtual Appliance Menu.

% The HA Virtual Appliance Menu W
% [1]1 Help

[£]1 Show OV

[31 E
[4]1 C L Current Mode
[5]1 Run Watc y Command
[6]1 Upgrade-Back
[7] Logging
[8]1 Setup Optional Tools
[9]1 Advance de
[18] Power Off
[11] Reboot
[B] Log Out

opt iom:

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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LEEREEELELLLELLALEEEEEEEELERLLRAMEEEEEEEEEERLLRMMREEEEEEEEEDRELELLMLLLEEEEEERERDEEELLRLLEREEEEEERERPEEPEREREES & §
w Conf igure Cluster )
L R B B R B R R R B R R R S R B B B B BB B B R S R B R R RS PR R SRR R R R R RS RS R R R R R R R R R R R R SR R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
Help L
Display Cluster Conf iguration
Conf igure uster IP
e Portal Uirtwual IP
i 1 IF wv&
tual IF

e [12]1 Conf igure
[13]1 Conf igure Lo .
¢ [14] Preferred Active Node

b

- e - S-S oo 0 - D -0 - S oo e - - - a3 - - Dok e 305

(=) Type your option:

ould you like to d

IChecking sof tw

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.
Verify the Upgrade

When the upgrade to 4.4R2 build 50 patch 1 is complete on both nodes and Maintenance Mode
is disabled, verify that all services are running on both nodes and that the Cluster Status is “Up
to Date”.

Enable Maintenance Mode on the Active Node in 4.4R2 patch 1

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS-E 4.4R2 Build 50 patch 1 - Active Node. This will enable
Maintenance Mode on both nodes in the Cluster.
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Menu

R R R R

Logg ing
Setup Optional Tools
Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

« Configure Cluster

L T E T alal .t r r B v B a  p o B e e B

er Conf iguration
ter IP
ve Portal UVirtwal IP
ve Portal Virtual IP o6
tional OV We irtual IP

|1t"i1_-|||r'|-e L
eferre

igure P H s Information
- able Maintenance Mode
« [B] Exit
W T e e e e e e e e AR AR REEREEEREREREREEEREREESAREREREEEESRLEEEEREREEREEEREREEEREEREEEREERRERRERESEEEEEREEREEREEEEEEER]

(=) Type your option:

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.

If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no

are completely upgraded before disabling Maintenance Mode!
= [Enter] to continue

wld you like to enable Maintenance Mode [yinl n): u

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.
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Upgrade the Active Node to 4.5R1

WO e e B ]

#» The HA Virtual Applia Menu "

[11

[Z

[31

[41

[5]1 Run Watchdog
[6]1 Upgrade~

[?]1 Logging

[81 SE"[.[I]:I [|l,|'t 1] Tools
[9]1 Advance

[18]1 Power OfFf
[111 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

e e oo e e e e e e e e e e e e

Tl ool Tl oo T o T o - T el e
« [1]1 Help

« [2] To 4.4R2 (Upgrade to Latest patch of Current Release, if anyl
ALE Central Repo)

val” (Selected - I
B MMS Data

LR R E R e R R R R R R e R e e R R R A P R R R R P R R R R

(+) Type your option:

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

00 e e e O e e DO e e D e

e L L LR e e e R R

(+) Type your option:

[1]1 Help

[Z]1 Download d Upgrade
[3]1 Downlo 1y

[4]1 Upgrade from downloa
[B] Exit
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

wrrent version of Virtual aAppliance
Product Mame: Alcatel-Lucent Enterprize OmmiVista 2588 HNMS 4.4RZ2 GA

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R1.

pgrade informationm for 4.5R1
Available Packages
o mE -

SUNMATL) .
IRL : ] nterprise ate ICEY roduct=0Ommillis SHBNetworkManagement

: CUSA Inc.
: Alcatel -Lucent Enterprise OmmilVista 2588 MM3-E

build of 4.5K1 release : refer to Release Mot

ot inuir 1ith

11t in data 1o ¢ Corey 1.
I gu » Release Mo of new rele prior to this.
Are you ready to proceed ¥ [ginl (

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

ion iz suc "l

n safely igr = amny warnings that may hawve heen displayed abowe

8. Press Enter to continue. The following reboot prompt will appear.
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e Virtual Appliance has to be restarted for applying new changes

AR TG :
Do HOT proceed with reboot of this node if the other node in the cluster iz not upgrad
Froceed with reboot of this node only when both nodes in the eluster are upgraded suce

ifter both nodes are rebooted, you must turn of f the Maintenance Mode.

Press [Enter] to reboot .

Do not press Enter at the second prompt to reboot the VM. Reboot the VM and complete the
upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node to 4.5R1. After upgrading the Standby Node, return to this screen
and continue with Step 10 below to reboot the Active Node and complete the upgrade process.

10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

CentlsS Linux 7
ler =] 3.18.8-95 *B6_ 64 on an =B6_H4

'roduct Hame: Alcatel-Lucent Enterprise OmniVista Z58H HMS 4.5H1 GA

! alcatel

12. Log into the VM. The following prompt will appear, followed by The HA Virtual Appliance
Menu.

Warn i ng r Maintenance
JmilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. When the upgrade is complete on both Nodes (including reboot
and login on both Nodes), disable Maintenance Mode on the Active Node.

2|
Run Wat

[9] ance
[18] Power

[11] Reboot
[B]

) Type

13. Verify that the Version and Build Number correct. On the HA Virtual Appliance, select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.
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When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Upgrade the Standby Node to 4.5R1

# The HA WVirtwual Appliance nu
# [11 Help

[£] Show OU C

[3]1 Conf i

[4]1 Conf it

[9]1 Run Watc ]

[6] Upgrade~Back

[?]1 Logging

[B8]1 Setup Optional Tools

[9]1 Advance

[18] Power Off

[11]1 Reboot

[B] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press
Enter to bring up the Upgrade VA Menu.

w Upgr A
00— 00—
« [1]1 Help

= [2] To 4.4R2 (Upgrade to Latest patch of Current Release, if amy)

= [3]

] ALE Central Repo)

' (Selected - Disabled)
B NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

I - O e - e e - - e e
« Upgrade to New Helea
Lo L R R R R R R R R R R R R r L R R T R oo g

de to 4.5R1

3. Enter 1 - Upgrade to 4.5R1 and press Enter to bring up the Upgrade System Options Menu.
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

Current wersion of Virtwal Appliance

=: Alcatel-Lucent Enterprise Omnilista 25688 NMS 4.4R2 GA
er: SH

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.5R1.

fproduct=0mnilistaZ58ENe tworkManagementS

overview
: ALE USA Inc.
ption @ Alcatel-Lucent Enterprisze Ummilista Z5HH NMS-E

test build of 4.5H1 release. Please refer to Release NHotes and Insta
=" - 1| inuing with this upgrade

operation [ ." g . . We advise taking a W snapshot and read Instal
ide, Relea © NEL & prior to this.
fire you ready to proceed 7 Lu.nl n):

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.
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Comp lete?

n safely ignore amy warnings that may have been displaged abowe
=% [Enmter] to continune

8. Press Enter to continue. The following reboot prompt will appear.

e Virtual Appliance has to be restarted for applying new changes

AR NG :
Do HOT proceed with reboot of this node if the other mode in the cluster iz wot upgrad
Froceed with reboot of thiz node only when both nodez in the cluster are upgraded succ
ifter both wodes are rebooted, you must turn of f the Haintenance Hode.

Fress [Enter] to reboot .

9. Press Enter to reboot the VM. While the Standby Node is rebooting, return to the Active
Node Console Screen and reboot the Active Node (Step 10, page 59).

10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

CentDS Linux 7 (Core)
Kernel 3.18.8-957.el7.x86_64 on an x86_6H4

Menu.

er Maintenance mode
JnnmiVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. When the upgrade is complete on both Nodes (including reboot
and login on both Nodes), disable Maintenance Mode on the Active Node.

[1]1 Help

[Z2] Show DU Clust
[3]

[4] C

[5]

[6]

[7]
[B]1 5 Optional Tools

[9] A ice Mode
[18] Power Off
[11]1 Reboot
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12. Verify that the Version and Build Number correct. On the HA Virtual Appliance, select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.

# The HA Virtwual Appli > Menu M
» [1]1 Help

[Z]1 Show OV Cl

[31

[41 C e

[51 y

[6]1 Upgrade-Back

[?] Logging

[B8]1 Setup Optional Tools

[9]1 Advance Mo

[18] Power Off

[11]1 Reboot

[B] Log Out

LEEREEELELLLELLALEEEEEEEELERLLRAMEEEEEEEEEERLLRMMREEEEEEEEEDRELELLMLLLEEEEEERERDEEELLRLLEREEEEEERERPEEPEREREES & §
# Conf igure Cluster E
L R B B R B R R R B R R R S R B B B B BB B B R S R B R R RS PR R SRR R R R R RS RS R R R R R R R R R R R R SR R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R R
Help -
Display Clus
Conf igure Ler TP
Cont' igure e Portal Uirtuwal
Cont' igure Caj rtal L i b
o r v I]_I

- D
e [12]1 Conf igure FTP
[13]1 Conf igure Lo
¢ [14] Preferred Ac
#* [15]1 Manual Failo
« [16]1 C : 3
« [171 ( 3
= [181 D e e
« [B] ’

- e - S-S oo 0 - D -0 - S oo e - - - a3 - - Dok e 305

(=) Type your option:

3. Enter 18 — Disable Maintenance Mode and press Enter. The following prompt will appear.

69 Part No. 033510-10, Rev. A



If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no
es are completely upgraded before disabling Maintenance Modet
Press [Enter] to continue

ould you like to e Maint ce Mode [yinl (n): y

[Checking sof tware rsion n r of peer node...
IThe conf iguratio
IPress [Enter] to continue

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.
Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that the all services are running on each node.

e On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should be
running except upam, and nginx. It is the expected behavior on the Standby Node
that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The
data sync status indicates whether the data between two nodes is in sync. If it is, the
field will indicate “Up to Date”. If it is in the process of syncing, a percentage will be
displayed as a percentage. The speed of a data sync depends on the amount of data
and the network speed between the two Nodes. See Show OV Cluster Status for
more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul
Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS-E 4.5R1.
Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2600 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

¢ If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.
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2. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

4. Atthe Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.

Upgrading from 4.4R1 to 4.4R2

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS-E
4 4R1 Standalone or High-Availability Installation to an OV 2500 NMS-E 4.4R2 Standalone or
High-Availability Installation.

Upgrading from 4.4R1 Standalone to 4.4R2 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.4R1 Standalone Installation to an OV 2500 NMS-E 4.4R2 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.4R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.
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It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

1. Open a Console on the OV 2500 NMS-E 4.4R1 Virtual Appliance.

L ]

% The Virtual Appliance Menu

Change
Logging
Login Authentication @
Power Off
Reboot
[18] Advanced Mode
[11]1 Set Up Optional Tools
[12]1 Convert to Cluster
[13]1 Join Cluster
[B] Log Out

(%) Type your option:

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

R R R R R R R R R

* Upgrade UA "

TP oo - - - - - - I - - - oI o e - - - 0 M

Help H
To 4.4R1 (Upgrade to Latest patch of Current Release, if any)
To MNew Rele

Enable Rep

Conf igure

Conf igure "Update Check
Backup-sRestore Ommilista
Exit

(=) Type your optio

3. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Upgrade to New Relea:

[1]1 Upgrade to 4.4R2

[A] Exit

(=) Type your opt

4. Enter 1 - Upgrade to 4.4R2 and press Enter to bring up the Upgrade System Options Menu.
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[1]1 Help
[2] Dowmload and Upgrade

[3]1 Dowmload Only
[4] Upgrade from downloaded pa
[A] Exit

5. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

urrent version of Virtuwal fAppliance

Product Mame: Alcatel-Lucent Ent > Dmnil
Build Number: 58

Patch Number: @

hecking available packas .
pgrade to 4.4R2 release i ¥ . u Lin t 1 tch of 4.4R1 release
Do you want to continue to c [

6. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.4R2.

Getting upgrade information for 4

pgrade information for 4.4RZ
ilable Fac

SUmmary ¢ Alcate mt Enterprise Omni
IRL ¢ http Erpri alcatel-lucen

nt Enterprise Omnilista 2588 NMS-E

ou have chosen to up to latest build of 4.4RZ release. Ple refer to Re > Notes and Insta
llation Guide of - efore continuing with this upgrade
~a now Tlyinl (n): y
g or corruption. We advise taking a UM snapshot and read Instal
prior to this.

7. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

8. When the installation is complete, the following prompt will appear. Press Enter to continue.
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l0peration is suc |
IYou can safely ignore any warnings that may have been displayed abouve

Press [Enterl to continue

9. The VM will reboot. The reboot process will take several minutes. When the reboot is
complete, the current configuration is displayed, followed by the Login Prompt. Log into the VM
and verify the upgrade.

o Verify that the Build Number is correct.

¢ Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

¢ From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display Status
of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServerlPaddress> in a
supported browser to launch OV 2500 NMS-E 4.4R2.

Important Notes for Stellar APs:

o If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

e If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

2. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

4. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
Upgrading from 4.4R1 HA to 4.4R2 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.4R1 High-Availability Installation to an OV 2500 NMS-E 4.4R2 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:
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o Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

e Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

¢ Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS-E 4.4R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

High-Availability Upgrade Workflow

The basic steps for performing a High-Availability upgrade are:

1. Enable Maintenance Mode on the Active Node

2. Upgrade the Active Node (as part of the upgrade process, do not reboot the Active Node
until the Standby Node is upgraded. See procedure for details.)

Upgrade the Standby Node

Disable Maintenance Mode on the Active Node
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5. Verify the Upgrade.

Enable Maintenance Mode on the Active Node

1. Before performing the upgrade, you must first enable Maintenance Mode on the Active Node.
Open a Console on the OV 2500 NMS-E 4.4R1 Active Node. This will enable Maintenance
Mode on both nodes in the Cluster.

R R R R R R R R R R R R R R e

w The HA Virtual Appliance Menu W

R R R R o R R s s e

#» [11 Help

nt Node
[THT
Upgrade~Bac
Logging
Setup Optional Tools
fAdvance Mode
[18] Power Off
[11]1 Reboot
[A] Log Out

« Configure Cluster

B R T T g B L E T iRt o T B B S p R S B R s s B e B

ptive Portal Uirtual IF
igure ive
nf igure |

ve peer node from

. Authentication
JOIT
uthentication Server

if igure Pee "5 Information
hle Maintenance Mode

W T T T T T e e T e T e e T e T

(=) Type your option:

3. Enter 18 — Enable Maintenance Mode and press Enter. Press Enter to continue, then enter
y and press Enter to enable Maintenance Mode. Press Enter again to continue and return to
the Configure Cluster Menu.

If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no

are completely upgraded before disabling Maintenance Mode!
[Enter] to continue

mld yon like to enable Maintenance Mode [yinl n): y
e conf iguration he
= [Enter] to cont
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4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.

Upgrade the Active Node

e e e e e e e e e e el el e el e el e e e e e e e e e e
#w The HA Virtual Appliance Menu W
L R R R

L III Help

Upgrndf:/Elnr up-R
Logg ing
Setup Optional Tools
fAdvance M

[18] Power Off

[11]1 Reboot

[A] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

3¢ de to Latest patch of Current Release, if amwy)l
e [I] To Hew Re
« [4] Enxblc L:pu itor cted - ALE Central Repol

i te Che sal” (Selected - Disabled)
= [7]1 Ba ;ta 25988 MMS Data
« [B] E
T T T T T e

() Type your option: _

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

3 o o O T e e o O e e e e e e e e O e e o OO T e e O e e o e e e e e e

= lIpgrade to New Helease

[1]1 Help
[2]1 Download

[4]1 Upgrade i:llrn dowm ¢
[8]1 Exit
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

urrent version of Virtual fApplianc
! Alcatel-Lucent Enterpr

H
Checking available pack

Ipgr . rele fter upgrading latest to versionspatch of 4.4R1 release
grade for 4.4R1 now [yinl (nd:

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.4R2.

porade information for 4.4R2
Jrvailable Fackar
| -

tomRepol_<4.4R2
atel-Luct Enterprise 1iVista 25688 NM5-E
roduct=0millis diNetworkHanagement

< ] : ALE USA Inc.
ption : Alcatel-Lucent Enterprize Omnilista 2588 NMS-E

You hawve cl : igrade build of 4.4KZ reles Flease refer to Helease Motes and Insta
llation &Gu | W e fore continuin th this upgrade
Do you want to continue wit de (N U

i ation can ult in data I r corruption. We advise taking a UM snapshot and read Instal
I gu lease Notes of new rele prior to this.
fire you ready to proceed ¥ [yinl (

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

8. Press Enter to continue. The following reboot prompt will appear.
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e Virtual Appliance has to be restarted for applying new changes

AR TG :
Do HOT proceed with reboot of this node if the other node in the cluster iz not upgrad
Froceed with reboot of this node only when both nodes in the eluster are upgraded suce

ifter both nodes are rebooted, you must turn of f the Maintenance Mode.

Press [Enter] to reboot .

Do not press Enter at the second prompt to reboot the VM. Reboot the VM and complete the
upgrade after upgrading the Standby Node.

9. Upgrade the Standby Node. After upgrading the Standby Node, return to this screen and
continue with Step 10 below to reboot the Active Node and complete the upgrade process.

10. Press Enter to reboot the VM.

11. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

echnical Suppor
wl login:

12. Log into the VM. The following prompt will appear and The HA Virtual Appliance Menu is
displayed.

Wavren i ng r Maintenance mc On.
JmilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading Node 2.

[1]

[2] S

[31 C

[4]1 C

[5]

[6]

[7]

[B]

[9] A

[181]1 :
[11] Reboot
[A] Log Dut

Type

13. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.
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Upgrade the Standby Node

#» The HA Virtual Appliance Menu

L T, L R

# [1]1 Help
[21 e OV Clu
[31 .
[4]1 Config
[5]1 Run Watch
[6]1 Upgrade~B

[?]1 Logging

[B8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

= Upgrade U -
e o B o o B B T L g R T T T R R T T R R T T T R T T o R T T r T ooy
« [11 Help

[£]1 To 4.4R1 (Upgrade to Latest patch of Current Release, if any)

.
Dizabled) »
-
3 Data =
kS
o 3 - o 3 e S 3 S o 3 e e D - o 3 B e S o i e e e S o i i e e

(=) Type your option: _ .

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

¢« Upgrade to Hew Rel

T

w [1]1 Upgrade to 4.4R2

mw [B] Ex

I e N R IS e e L eI e N I I e e B I e e e D e e e

(=) Type your option: _

oo o e e - e

[3]1 Download

[4]1 Upgrade from downl
[8]1 Exit
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4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

! Alcatel-Lucent IHTFTTF]TE Omnilista Z58H8 NMS 4.4R1 GA
r: Db
A il H

for 4.4R2 operation is in progre ..
. l|| 1 ﬂ'.r . i wailable af i ; vtch of 4.4R1 release

o you want to continue 1|| check upgrade fln 4.4R1 rr-*]r*.-hr' oL flJm'I (n):

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.4R2.

Getting wpgrade information for 4.4R2...

puradr |nfurnn11uu for 4.4R2

Availlable Pack

2588 HMS-E
roduct=0m ilVista258BNetworkManagement3ys temdamp
overyiew
: ALE USA Inc.
! Alcatel-Lucent Enterprize Omnillista

: refer to Helease Hotes and Insta
operation can re

1 guide, Release Hotes of new x
Are you ready to proceed 7 [yinl (

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure Current Node Menu (from the HA Virtual Appliance Menu, select 4 - Configure
Current Node to access the menu).

7. When the installation is complete, the following prompt will appear.

Complete?

qe amy warnings that may have been displaged abowe
55 [f'||t,|_-:'r'] to |||||r|||:|

8. Press Enter to continue. The following reboot prompt will appear.
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e Virtual Appliance has to be restarted for applying new changes

AR TG :
Do HOT proceed with reboot of this node if the other node in the cluster is not upgraded
Froceed with reboot of this wode only when both nodes in the eluster are upgraded succes

ifter both nodes are rebooted, you must turn of f the Maintenance Mode.

Press [Enter] to reboot .

9. Press Enter to reboot the VM. While the Standby Node is rebooting, return to the Active
Node Console Screen and reboot the Active Node (Step 10, page 53).

10. The reboot process will take several minutes. When the reboot is complete, the Login
Screen will appear.

o

hnical 3
v login:

Optional Tools

[11]1 Reboot
g Dut

12. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete on both Nodes (including reboot and login on both Nodes),
disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode.
1. Go to the HA Virtual Appliance Menu.
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Menu
I G0 -0 D
% [1]1 Help
w [2 w O

Logg ing
Setup Optional Tools
fidvance .

[18] Power

[11]1 Reboot

[B] Log Out

Conf igure Cl
DI D e e e e
= [11 Help e
= [2]1 Displ
« [3]1 C

nal OU Web

from cluster

¢« [12]1 Conf igure FTPF Password
[13]1 Conf i g = in Authentication Seruver

#* [14] Prefe

s Information
Mode

es are completely upgraded before disabling Maintenance Mode?
Press [Enter] to continue

ould you like to ¢ > Maintenance Mode [yinl (n): y

IChecking sof tware n r of peer node...

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.

Note: This will disable Maintenance Mode on both nodes in the Cluster. There is no need to
repeat the steps on the Standby Node.
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Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

Verify that the all services are running on each node.

On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should be
running except upam, and nginx. It is the expected behavior on the Standby Node
that these services will be “Stopped”.

Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The
data sync status indicates whether the data between two nodes is in sync. If it is, the
field will indicate “Up to Date”. If it is in the process of syncing, a percentage will be
displayed as a percentage. The speed of a data sync depends on the amount of data
and the network speed between the two Nodes. See Show OV Cluster Status for
more details.

You can now launch the OmniVista Ul.

Launching the OmniVista Ul
Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS-E 4.4R2.
Important Notes for Stellar APs:

If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2600 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1.
2.

Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Upgrading from 4.3R3 to 4.4R1

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS-E
4.3R3 Standalone or High-Availability Installation to an OV 2500 NMS-E 4.4R1 Standalone or
High-Availability Installation.

Upgrading from 4.3R3 Standalone to 4.4R1 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.3R3 Standalone Installation to an OV 2500 NMS-E 4.4R1 Standalone
Installation.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.4R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

Important Note: To perform an Offline Upgrade, contact Customer Support.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.
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1. Open a Console on the OV 2500 NMS-E 4.3R3 Virtual Appliance.

- - - - - - - - - - - - - e e - -
The Virtual Appliance Menu W
el e - D D T e e e e e - e D R

[1] He I||

gin futhentication S
[8] Power Off
[9]1 Reboot

fidvanced Mode

Set Up Opti

Convert

Join Clu

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

* lUpgrade A "
Help n
To 4.3R3 (Up > to Latest patch of Current Release, if any) ;
Tu Heu Rel
- ALE Central Repo)

sal" (Selected - Disabled)
B NMS Data

3. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

[1]1 Upgrade to 4.4R1
[A] Exit

[4]1 Upgrade from downloaded pat
[8]1 Exit

5. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.
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urrent version of Virtual fAppliance
Product Mame: filcatel-Lucent Enterprise OmmilUista 2588 NMS 4.3R3 GAa
Build Number: 2
Patch Number: B

~ 4.4R1 operation is in progress...
le after upgrading latest to the build of 4.3
upgrade for 4.3R3 release now [yinl (nl: _

6. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.4R1.

e information for 4. .
on of Virtual Appliance is the latest build of 4.3R:

information for 4.4R1...
pyrade informat
Aivailable Pac

SUmMmaL : 1t is ZbBA NM5-E
JRL » ht Lerprise : ‘oduct=0OmmiVis BHe tworkManagementSystemiampy
Jpage=overview
i : ALE USA Inc.
! Alcatel-Lucent Enterprise OmniVista 2588 NMS-E

t build of 4.4R1 release. Ple
re continuing with this upgr
now ?lyinl (nl: y
s or corruption. We advise taking a M s
prior to this.

7. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

8. When the installation is complete, the following prompt will appear. Press Enter to continue,
then press Enter to reboot the VM.

Complete?
Jperation is suce

e UVirtual Appliance has to be restarted for applying new changes
re [Enterl to continue

9. The reboot process will take several minutes. When the reboot is complete, the current
configuration is displayed, followed by the Login Prompt. Log into the VM and verify the
upgrade.
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Verify that the Build Number is correct.

o Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

Verify that all services have started.

o From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 2 — Display Status
of All Services. See Run Watchdog Command for more details.

Launching the OmniVista Ul

Once all services are running after upgrading, enter https://<OVServer|Paddress> in a
supported browser to launch OV 2500 NMS-E 4.4R1.

Important Notes for Stellar APs:

If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2600 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

2. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

4. Atthe Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.

Upgrading from 4.3R3 HA to 4.4R1 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.3R3 High-Availability Installation to an OV 2500 NMS-E 4.4R1 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).
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Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

Ensure that there is enough free disk space for OmniVista.

You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS-E 4.4R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure

Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

High-Availability Upgrade Workflow

The basic steps for performing a High-Availability upgrade are:

Stop All Watchdog Services on the Active Node

Enable Maintenance Mode on the Active Node

Shutdown the Standby Node

Upgrade the Active Node (upgrade must be complete before going to Step 5)

Startup the Standby Node

Stop All Watchdog Services on the Standby Node

Upgrade the Standby Node (upgrade must be complete before going to Step 8)

Disable Maintenance Mode on the Active Node

© ©® N o g bk w0 Db~

Verify the Upgrade.

Stop All Watchdog Services on the Active Node

Before performing the upgrade, you must first stop all services on the Active Node.
1. Open a Console on the OV 2500 NMS-E 4.3R3 Active Node.
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A - - - -0 - - - - oo el e

#w The HA Virtwual Appliance Menu M

- - T - oD - - ool e e - e

# [11 Help
# [2]1 §
[31 C

L
2
:
:
:
i

Upgrade-Back
Logg ing
Setup Optional Tools
Advance Mode
[18] Power Off
[11]1 Reboot
[B] Log Out

# Run Watchdog Comme
#» [1]1 Help
w [Z2] Display S
rt Al
Stop All Se
Restart All
Start
Stop a
Start Wa
Shutdown Wa j
[18] Choose Profile
[B] Exit

3. Enter 4 — Stop All Services, then enter y and press Enter at the Confirmation Prompt. After
about a minute, OmniVista will begin stopping services and display the progress. When all
services have stopped, OmniVista will display “Watchdog is done stopping all services — Done”
and the Run Watchdog Command Menu will appear. Enable Maintenance Mode on the Active
Node.

Enable Maintenance Mode on the Active Node

After all services have stopped on the Active Node, enable Maintenance Mode on the Node.
This will enable Maintenance Mode on both nodes in the Cluster.

1. On the Run Watchdog Command Menu, enter 0 — Exit to return to the HA Virtual Appliance
Menu.
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Menu

R R R R

Logg ing
Setup Optional Tools
Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

2. Enter 3 — Configure Cluster to bring up the Configure Cluster Menu.

aonf iguration

I

ure OU Web Por
ure UPAM Portal Webh IP

re : Informat
[16]1 Enable Maintenance Mode
[B] Exit

3. Enter 16 — Enable Maintenance Mode, then enter y and press Enter to enable Maintenance
Mode. Press Enter again to continue and return to the Configure Cluster Menu.

wild you 1ike to enable Maintenance Mode [yind (nd: y

e conf iguration has bheen set
s [Enterl to tinue

leaze do not perform any Cluster Configuration actionz before dizabling Maintenance Modett!
ress [Enter] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.
You can now shutdown the Standby Node.
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Shutdown the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R3 Standby Node VM.

: HA Virtual aAppliand

R R R R o R R s s e

#» [11 Help

nt MNode

mma nd

Upgrade~Ba e
Logg ing
Setup Optional Tools
Advance Mode

[18]1 Power Off

[111 Reboot

[A] Log Out

2. Enter 10 — Power Off to power off the VM. Enter y and press Enter at the Confirmation
Prompt. OmniVista will shut down all services and stop. When the shutdown is complete,
upgrade the Active Node.

Upgrade the Active Node

: HA Virtual aAppliand
o R R R R R R R )
#» [11 Help
[Z]1 Show [

[4]1

[51

[61

[?1

[a1 p

[9]1 Advance ils
[18]1 Power Off
[111 Reboot

[A] Log Out

() Type your opti

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

» Upgrade Ua M
» [1]1 Help M
» [2]1 To 4.3R3 ( de to Latest if any)
[3]1 To New Rel -
[4]1 Enable Rep tor - f Central Repo)
Conf .

[51

[B] ou (Selected - Disabled)
[71 cup~Res E : Data

[al
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Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

[1]1 Upgrade
[A] Exit

[1]1 Help

[2]1 Download

[3]1 Downl

[4]1 Upgrade from downloaded pa
[B] Exit

opt iom: _

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

urrent version of Virtwal fAppliance
Product Mame: filcatel-Lucent Enterprise OmniVista 2588 NMS 4.3R3 GhA
Build Number: 25
Patch Number: B

hecking available pa g .
pgrade to 4.4R1 rele ava ) after upgrading latest to the build of 4.3R3 release
Do you want to con l ade for 4.3R3 release now [yinl (n): _

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.4R1.
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de information for 4.3 .
n of Virtual Appliance is the latest build of 4.3R3

information for 4.4R1...

: mRepol_4.4R1
Summary T A 1t Lucent Enterprise Omnilist: 1 NMS-E
IRL ¢ ht terprise. ent . com Tproduct=0m iVis slBNetworkManagementiystemiamp)

ption : Alcatel-Lucent Enterprise Omnilista 2588 NMS-E

ouw have chosen to up build of 4.4R1 release. Ple refer to Rel e Notes and Insta
[ before continuing with this upgr
now Tlyinl (n): y
g or corruption. We advise taking a UM = shot and read Instal
prior to this.

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

7. When the installation is complete, the following prompt will appear. Press Enter to continue,
then press Enter to reboot the VM.

Completet

> any warnings that may have been displayed abouve
nue

iz Virtual Appliance has to be restarted for applying new changes
*lease turn off maintenance mode after restarting.
'ress [Enter] to continue

8. The reboot process will take several minutes. When the reboot is complete, the Login Screen
will appear.

64 on an xB6_64

‘atch Number

uild Date: BHG6 £819

echnical Support Code: alcatel
wl login:
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9. Log into the VM. The following prompt will appear and The HA Virtual Appliance Menu is
displayed.

Jarning: Cluster Maintenance In.

JmilVista will not work correctly until you turn off Cluster Maintenance mode.

This prompt is just a reminder. Do not disable Maintenance Mode at this time. You will disable
Maintenance Mode after upgrading Node 2.

[1]1 Help
[Z2] Show DV Cluster Status
[3]
[4] Conf igu
= [5]
[6] Upgrade-sBackup-Restore UA
[?] Loggi
= [B]1 5 Optional Tools
[9] ce Mode
[18] Power Off
[11]1 Reboot
[B] Log Dut

10. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

11. After verifying the upgrade, start up the Standby Node.

Important Note: The upgrade on the Active Node must be complete, before you start up
and upgrade the Standby Node.

Startup the Standby Node
1. Power on the Standby Node.

ent03 Linux
Kernel 3.18.8

Product Name:
Build Number:

we login:

2. Login to the VM. The HA Virtual Appliance Menu will appear. Stop all Watchdog Services on
the Standby Node.
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Stop All Watchdog Services on the Standby Node

#» The HA Virtual Applian Menu "
[11 Help
Z1 Show OU C

w
w
w
w
w
w

Upgrade-Bac
[?]1 Logging
[B8]1 Setup Optional Tools
[9]1 Advance Mode
[18] Power Off
[11]1 Reboot
[8] Log Out

# Hun Watchdog Comma
#» [1]1 Help
# [£]1 Display S
w [31] rt All
» [4] Stop All
#* [5]

[61

[?1 3

[8]1 Sta

g
e Profile

3. Enter 4 — Stop All Services, then enter y and press Enter at the Confirmation Prompt. After
about a minute, OmniVista will begin stopping services and display the progress. When all
services have stopped, OmniVista will display “Watchdog is done stopping all services — Done”
and the Run Watchdog Command Menu will appear. Upgrade the Standby Node.

Upgrade the Standby Node

1. On the Run Watchdog Command Menu, enter 0 — Exit to return to the HA Virtual Appliance
Menu.
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» HA Virtual Appli
[1] Help
[£] e OV Cluste

Upgrade-Backup.
Logg ing
Setup Optional Tools
Advance M
[18] Power Off
[11]1 Reboot
[B] Log Out

» Upgrade Ua

Help
To 4.3R3 (
To New Rel

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.
Upgrade to New Rele

[1]1 Upgrade to 4

[B] Exit

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.
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urrent version of Virtual fAppliance
Product Mame: filcatel-Lucent Enterprise OmmilUista 2588 NMS 4.3R3 GAa
Build Number: 2
Patch Number: B

~ 4.4R1 operation is in progress...
le after upgrading latest to the build of 4.3
upgrade for 4.3R3 release now [yinl (nl: _

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.4R1.

e information for 4. .
on of Virtual Appliance is the latest build of 4.3R:

information for 4.4R1...
pyrade informat
Aivailable Pac

SUmMmaL : 1t is ZbBA NM5-E
JRL » ht Lerprise : ‘oduct=0OmmiVis BHe tworkManagementSystemiampy
Jpage=overview
i : ALE USA Inc.
! Alcatel-Lucent Enterprise OmniVista 2588 NMS-E

t build of 4.4R1 release. Ple
re continuing with this upgr
now ?lyinl (nl: y
s or corruption. We advise taking a M s
prior to this.

6. Enter y and press Enter at the Confirmation Prompts to begin the upgrade.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size, and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

7. When the installation is complete, the following prompt will appear. Press Enter to continue,
then press Enter to reboot the VM.

Complete?
iom is successful
safely igno ny warnings that may have been displayed abowve
[Enter] to continue

e Virtual Appliance has to be restarted for appluying new changes
'lease turn off maintenance mode after restarting.
: [Enter] to continue
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8. The reboot process will take several minutes. When the reboot is complete, the Login Screen
will appear.

CentOS Linux 7 (Corel
1 3.18.8-693.17.1.e17.x8B6_64 on an xB6_64

'roduct Name: Alcatel-Lucent Enterprise OmniVista Z588 NMS 4.4R1 GA
Build Number: 56

'atch Humber: @
uild Date: B
echnical Support (
wl login:

Optional Tools
e Mode

[11]1 Reboot
[A] Log Dut

10. Verify that the Build Number is correct. On the HA Virtual Appliance Menu and select option
4 — Configure Current Node, then select option 2 — Display Current Node Configuration to
view the current Build Number. See Display Current Node Configuration for more details.

When the upgrade is complete, disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode. This will disable
Maintenance Mode on both nodes in the Cluster.

1. Go to the HA Virtual Appliance Menu.

# The HA Virtwual Appliance Menu

T R R R e R ]

Run Watc
Upgrade-B

Logg ing
Setup Optional Tools
fidvance Mode

[18]1 Power Off

[11] Reboot

[A] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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w Conf igure Cluster

[1] Help
[Z2]1 Display CI Conf iguration
IF

[V]1 Configure ]
[8]1 Conf ic L e
ientication

ation Server

[16]1 Dis
[B] Exit

3. Enter 18 — Disable Maintenance Mode and press Enter. The following prompt will appear.

If you have enabled Maintenance Mode to upgrade both nodes in cluster, please make sure that both no
es are completely upgraded before disabling Maintenance Modet '
Fress [Enter] to continue

ould you like to disable Maintemance Mode [yinl (n): y

IChecking sof tware ber of peer node...
IThe conf iguratio
[Press [Enter] to c

4. Enter y and press Enter at the Confirmation Prompt, then press Enter to continue. The
Configure Cluster Menu will appear.

5. Select 0 — Exit, to return to the HA Virtual Appliance Menu.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes and that the Cluster Status is “Up to Date”.

o Verify that the all services are running on each node.

o On the HA Virtual Appliance Menu select option 5 — Run Watchdog Command,
then select option 2 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should be
running except upam, radius, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date”. This can be performed on either node.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The
data sync status indicates whether the data between two nodes is in sync. If it is, the
field will indicate “Up to Date”. If it is in the process of syncing, a percentage will be
displayed as a percentage. The speed of a data sync depends on the amount of data
and the network speed between the two Nodes. See Show OV Cluster Status for
more details.

You can now launch the OmniVista UI.
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Launching the OmniVista Ul
Enter https://<OVServerlPaddress> in a supported browser to launch OV 2500 NMS-E 4.4R1.
Important Notes for Stellar APs:

If your network includes Stellar APs, they must be running one of the certified AWOS
Releases specified in the OmniVista 2500 NMS Release Notes. If necessary, upgrade
these devices after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

If you are upgrading from a previous build and your network has more than 256 Stellar
APs, you must re-apply your VA memory setting after completing the OmniVista upgrade
as described below.

1. Go to HA Virtual Appliance Menu. Select 4 - Configure Current Node.

2. Select 2 - Display Current Node Configuration to verify your currently-configured
network size (e.g., Low, Medium, High).

3. Select 16 - Configure Network Size, then select your current memory configuration
(e.g., 1 - Low). Press y at the confirmation prompt, then press Enter to continue.

4. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.

Upgrading from 4.3R2 to 4.3R3

Use the Upgrade option in the Virtual Appliance Menu to upgrade from an OV 2500 NMS-E
4.3R2 Standalone or High-Availability Installation to an OV 2500 NMS-E 4.3R3 Standalone or
High-Availability Installation.

Upgrading from 4.3R2 Standalone to 4.3R3 Standalone

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.3R2 Standalone Installation to an OV 2500 NMS-E 4.3R3 Standalone
Installation.

Important Notes: Before beginning the upgrade:

Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
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new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

¢ You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.

1. Open a Console on the OV 2500 NMS-E 4.3R2 Virtual Appliance.

00D o o 00 0 00 0 0000 00 0000 o <o oo 0 0 000000 0 000 Do o oo o e - e
# The Virtual Appliance Menu
T e D 0 0 o o oo oo e <o e e o 0 e Do o e - e e e e
# [1]1 Help

[£2] Conf igure The Virtual fAppliance

[31] ’ ma Tl

[41 qr acku estore UA

[51 C d

[6] Loggi

[7] Login Authentication Server

[81 P

[91

[18

[11

() Type your

2. Enter 4 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.
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o e e v oo
* Upgrade UA .

R R i L L L R L L R R

# [1]1 Help »
* [Z2] To 4.3R2 (Upgrade "
[3] To New Rele:
[41

[51 : " X

[6]1 Configure “Up e nte 1" (Selected - Disabled)
[7]1 Backup Dran NMS Data

[al i

3. Enter 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R2 (Upgrade to Latest patch of Current Release, if any).

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.
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hecking available packag for 4.3RZ operation is in progress...
pgrade information
fivailable Pack

Z build 24
catel-lucent .com7product=DmniVist BBNe tworkManagementSustemiamp

: Patch 1 for Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E 4.:
D build 2

¢ OVE-3399: Could not upgrade 4.3RZ to 4.3R3 with ALE Central Repo

: OUVE-3841: ND authen radius hle between UPAM and RADIUS
Lo + Too many authentic seen in OV log

in OV to avoid fake

Could mot wpgrade the switch 6358
Failure wupgrade from Fatch to FPatch

when you input the RADIUS server
16 characters

puld you like to install the pa > [yinl (n):

5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. When the installation is complete, the following message will appear. Press Enter to reboot
the VM.

Completet

Operation is successful

You can safely ignore any warnings that may have been displayed above
Press [Enter]l to continue

The Virtual Appliance has to be restarted for applying new changes
Press [Enterl to continue

When the reboot is complete, the login screen will appear.

b4 on an xBb_bHb4

el

ent Enterprise OmmiVista 2588 NMS 4.3RZ GA

Build Date: 11~
mivista login: _

7. Login to the VM. The Virtual Appliance Menu will appear.

104 Part No. 033510-10, Rev. A
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# The Virtual Applian
e

Help

Conf igure T

[6] Logging
[7?]1 Login Authentication Se

[B]1 Power Off

[9] Reboot

[181] iced Mode
[11]1 ¢

[12]1 C

[13]1 Join Cluster
[8] Log Out

(*) Type your op

Note: Make sure all services are running before proceeding to Step 8.

8. Enter 4 — Upgrade/ Backup/Restore VA and press Enter to bring up the Upgrade VA Menu
Screen.

# Upgrade UA
* [11]
% [2]

[31]

[4]

[51]

[6]

[?1]

[a1l

9. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

10. Enter 1 - Upgrade to 4.3R3 and press Enter to bring up the Upgrade System Options
Menu.

oo - - e oo - - -

Upgrade System O

[11 Help
[2] Download and U
1

11. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.
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urrent version of Virtual Appliance
Product Mame: Alcatel-Lucent Enterprise Ommilista 2588 NMS 4.3RZ GA
Build Number: 2

Patch Number:

3R3 operation is in progre: .
alter upgradlng latest to Thw bnlld of 4.:

12. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.3R3.

pgrade inf rmnt on for & 3JR3
fivailable Pac S

se Omnili ¢ 1 NM5-E
alcatel-luce : oduct=0Dmnilis AiNe tworkManagementSystemiamp

ista Z588 NM5-E

You hawve llm zen to upgr to st build of 4.3R3 release. Fle efer to Release Motes and Insta
e of the new re before continuing with this upgr
ntin rade now 7[yinl (n): y
a loss or corruption. We advise taking a UM s shot and read Instal
prior to this.

take long time depending on
| upgrading. This is a normal case that the

13. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R3.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

14. When the installation is complete, the following prompt will appear. Press Enter to continue,
then press Enter to reboot the VM.
Complete?

ion is successful
[Enterl to continue

e UVirtual Appliance has to be restarted for applying new changes
ess [Enterl to continue

15. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.
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Verify that the Build Number is correct.

o Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

Verify that all services have started.

o From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Once all services are running, upgrade to OmniVista 4.4R2 Standalone.

Upgrading from 4.3R2 HA to 4.3R3 HA

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
an OV 2500 NMS-E 4.3R2 High-Availability Installation to an OV 2500 NMS-E 4.3R3 High-
Availability Installation. You must upgrade both the Active and Standby Nodes.

Important Notes: Before beginning the upgrade:

Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

Ensure that there is enough free disk space for OmniVista.

You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Make sure the data sync between the two Nodes are up to date using the Show Cluster
Status command in the HA Virtual Appliance Menu and make sure all services are
running on both nodes.

Make sure you can access OmniVista through the Web interface.

Note that OV 2500 NMS-E 4.3R3 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
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Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.

High-Availability Upgrade Workflow

There are two (2) upgrades required when upgrading from 4.3R2 HA to 4.3R3 HA. You must
first upgrade from 4.3R2 to 4.3R2 (Patch 1); then upgrade from 4.3R2 (Patch 1) to 4.3R3.

Upgrade from 4.3R2 to 4.3R2 (Patch 1)
The basic steps for performing the upgrade to 4.3R2 (Patch 1) are:

Stop All Watchdog Services on the Active Node

Enable Maintenance Mode on the Active Node

Shutdown the Standby Node

Upgrade the Active Node (upgrade must be complete before going to Step 5)
Startup the Standby Node

Stop All Watchdog Services on the Standby Node

Upgrade the Standby Node (upgrade must be complete before going to Step 8)

Disable Maintenance Mode on the Active Node

© 0o N o g bk~ w0 Db~

Verify the Upgrade.

Stop All Watchdog Services on the Active Node
Before performing the upgrade, you must first stop all services on the Active Node.
1. Open a Console on the OV 2500 NMS-E 4.3R2 Active Node VM.
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» HA Virtual Appliance

- -
[1] Help
L e OU

Upgrade~B

Logg ing

Setup Opt

Advance M
[18] Power Off
[11]1 Reboot
[B] Log Out

2. On the HA Virtual Appliance Menu, enter 5 — Run Watchdog Command to bring up the Run
Watchdog Command Menu.

¥ Run Watchdog Command "
L L R R R R a R R R )
# [1] Help .
¥ [£] 1 1lay S "
: Start A »E )
atop All H
Restart All "

Start

Stop a
Start Watchd
Shutdown Wat
[18]1 Choose
[A] Exit

3. Enter 4 — Stop All Services, then enter y and press Enter at the Confirmation Prompt. After
about a minute, OmniVista will begin stopping services and display the progress. When all
services have stopped, OmniVista will display the following message: “Watchdog is done
stopping all services — Done”, and the Run Watchdog Command Menu will appear. Enable
Maintenance Mode on the Active Node.

Enable Maintenance Mode on the Active Node

Enable Maintenance Mode on the Active Node. This will enable Maintenance Mode on both
nodes in the Cluster.

1. On the Run Watchdog Command Menu, enter 0 — Exit to return to the HA Virtual Appliance
Menu.
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Menu

R R R R

Logg ing
Setup Optional Tools
Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

2. Enter 3 — Configure Cluster to bring up the Configure Cluster Menu.

aonf iguration

I

ure OU Web Por
ure UPAM Portal Webh IP

re : Informat
[16]1 Enable Maintenance Mode
[B] Exit

3. Enter 16 — Enable Maintenance Mode, then enter y and press Enter to enable Maintenance
Mode. Press Enter again to continue and return to the Configure Cluster Menu.

wild you 1ike to enable Maintenance Mode [yind (nd: y

e conf iguration has bheen set
s [Enterl to tinue

leaze do not perform any Cluster Configuration actionz before dizabling Maintenance Modett!
ress [Enter] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.
You can now shutdown the Standby Node.
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Shutdown the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R2 Standby Node VM.

: HA Virtual aAppliand

R R R R o R R s s e

#» [11 Help

nt MNode

mma nd

Upgrade~Ba e
Logg ing
Setup Optional Tools
Advance Mode

[18]1 Power Off

[111 Reboot

[A] Log Out

2. Enter 10 — Power Off to power off the VM. Enter y and press Enter at the Confirmation
Prompt. When the shutdown is complete, upgrade the Active Node.

Upgrade the Active Node

# The HA Virtual Appliance Menu
# [1]1 Help

[21

[31

[4]1 Config

[5]1 Run Watch

[6]1 Upgrade~B

[?]1 Logging

[B8]1 Setup Optional Tools

[9]1 Advance Mode

[18] Power Off

[111 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

oo o oo oo o oo o

* Upgrade Ua w
R R R R R R

patch of Current Release, if any)

- ALE Central Repo)

(Selected - Disabled)
Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.
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2. Enter 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R2 (Upgrade to Latest patch of Current Release, if any).

L L L e e e T ]

= Upgrade System Options b
IR AR RS R R R R R R R R R R R R R R R RS RR RSl Rt R R iR Rl RERERREEEEREREESEEEEREREESEEREEEREERS]
= [1] Help

*» [2] Download and Upgrade

% [3] Download (nly
“ [4] |J||! ade from downloaded ]'n.-'ll'b',m_‘_[z-

(=) Type your option:

3. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt. The Upgrade Information
Screen (shown below) will appear.

hecking available pac for 4.3RZ operation is in progress...

588Ne tworkManagement tembamp

¢ DVE-3399: Could not upgrade 4.3R2 to 4.3R3 with ALE Central Repo

11: NO authen radius possible between UPAM and RADIUS
» + Too many authentication seen in OV log

| logic in OV to avoid fake
devices

Could not upgrade the switch 6358
: Failure upgrade from Patch to Patch

when you input the RADIUS server *Shared
r 16 characters

puld you like to install the pa ge [yinl (n): _

4. Enter y and press Enter at the Confirmation Prompts to apply the patch. When the
installation is complete, the following prompt will appear.
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to be restarted for applying new changes
> mode after restarting.
Fress [Enter] to com

6. Press Enter to reboot the VM. When the reboot is complete, the login screen will appear.
Note that the screen indicates Build 24, Patch 1.

64 on an xB6_64
tel
t Enterprise OmnilVista 2588 NMS 4.3RZ GA

# The HA Virtwal Appliance Menu
% [1]1 Help

[2]1 §

[31 [

[4]1 Gure

[5] Watchdog

[6]1 Upgrade-Back

[?] Logging

[B8]1 Setup Optional Tools

[9]1 Advance Mo

[18] Power Off

[11]1 Reboot

8. Make sure that the upgrade is complete and all services have started before you start up the
Standby Node.

Startup the Standby Node

1. Power on the Standby Node and log into the VM. The HA Virtual Appliance Menu will appear.
Once the Standby Node is powered up (all services are running), stop all Watchdog Services on
the Standby Node.

Stop All Watchdog Services on the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R2 Standby Node.
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> HA Virtual Applian
# [11 Help
[£] Show OV Clust
[3]1 C ire Cluster
b t Mode
nd

Upgrad&;HacP

Logg ing

Setup Optiona

Advance Mo
[18] Power Off
[11]1 Reboot
[B] Log Out

(=) Type your op

2. On the HA Virtual Appliance Menu, enter 5 - Run Watchdog Command to bring up the Run
Watchdog Command Menu.

R R R R R R R s s s

¥ Run Watchdog Command "

atop All @
Restart All

Shutdouwn Wa
[18]1 Choose Se
[B] Exit

(=) Type your option:

3. Enter 4 — Stop All Services, then enter y and press Enter at the Confirmation Prompt. After
about a minute, OmniVista will begin stopping services and display the progress. When all
services have stopped, OmniVista will display “Watchdog is done stopping all services — Done”
and the Run Watchdog Command Menu will appear. Upgrade the Standby Node.

Upgrade the Standby Node

1. On the Run Watchdog Command Menu, enter 0 — Exit to return to the HA Virtual Appliance
Menu.

e e e e e e e e e e el el e el e el e e e e e e e e e e
w The HA Virtwual Appliance Menu W
L R R R
[1] Help
[Z] Show OU Clus
[31 ‘ o
[4]1 C ; L L Mode
[5] " ] nd
[6]

[?]1 Logging

[B8]1 Setup Optional Tools
[9]1 Advance Mo

[18] Power Off

[11]1 Reboot

[B] Log Out
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2. Select 6 — Upgrade/Backup/Restore VA and press Enter to bring up the Upgrade VA Menu.

oo oo oo o oo o

* Upgrade Ua .

oo a0 oo oo oo oo oo oo oo

Help »
To 4.3RZ « ade to Latest patch of Current Release, if any)

To New Rel :

Enable R tory : - ALE Central Repo)

Conf i
1" (Selected - Disabled)
NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

3. Enter 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R2 (Upgrade to Latest patch of Current Release, if any).

B0 450000 B 4.0 - B 40 0 450055 - -0 0405040050 4 5.4, 50 4, 05050 . .. 5. -5 - 0.0 .00, 0 50 5 - -0 4, .. 000 . 4.4 50
= lUpgrade tem Options
e e A S R R R R AR RS RERE R R R R R RS RS R R REREREREREEEREEREEEREEREREEESEEEREEEERE]
« [1] Help
¢« [Z] Dowm and Upgrade

[3] Download (nly

(4] ||||!_4 I « r'|rrn. dowm loaded ]'n.-ll'b',m_‘_p-
[B8] Exit

(=) Type your opt ion:

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt. The Upgrade Information
Screen (shown below) will appear.
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hecking available p v 4.3RZ operation is in progress...
pgrade information for 4.3R2
fivailable Pack

2 build 24
catel-lucent .com Tproduct=0OmmiVist BNe tworkManagementSuystem&amp)

¢ ALE USA Inc
. Patch 1 for Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E 4.C
: build

. DUVE Could not upgrade 4.3R2 to 4.3R3 with ALE Central Repo

 DUE-3841: ND authen radius ble between UPAM and RADIUS

e + Too many authentication seen in OV log

3121: Improve ' pi ic in OV to avoid feé
witchDown trap for 1

ld wot upgrade the switch 6358
: Failure upgrade from Patch to Patch

when you input the RADIUS server
~ 16 characters

5. Enter y and press Enter at the Confirmation Prompts to apply the patch. When the
installation is complete, the following prompt will appear.

Fress [Enterl to

he Uirtwal Appliance has to be restarted for applying new changes
Please turn off main > mode after restarting.
Fress [Enter] to continue

7. Press Enter to reboot the VM. When the reboot is complete, the login screen will appear.
Note that the screen indicates Build 24, Patch 1.

64 on an xB6_b64

atel

> t-EﬂtEPpPiSE OmmiVista 2588 NMS 4.3RZ GA

8. Login to the VM. The HA Virtual Appliance Menu will appear.
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% The HA Virtual Appli » Menu "

L L L L

[11

[£2]1 §

[31

[41 C

[51 ]
[6]1 Upgrade-Back

[7] Logging

[8] Setup Optional Tools
[91

[18] Power

[11]1 Reboot

[B] Log Out

9. Make sure that the upgrade is complete and all services have started before you disable
Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode. This will disable
Maintenance Mode on both nodes in the Cluster.

1. Go to the HA Virtual Appliance Menu.

# The HA Virtual Appliance Menu
#» [1]1 Help
[Z£]1 Show DU
[31 e
[4] gL Current Node
[5]1 Run Watc y C
[6]1 Upgrade-Back

[7] Logging

[B8]1 Setup Option
[9]1 Advance de
[18] Power Off
[11]1 Reboot

[B] Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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[1] Help
[£] Display C Conf iguration
IF

‘rom cluster

3L Authentication
assword
=ntication Server

: Imformation
[

3. Enter 16 — Disable Maintenance Mode, then enter y and press Enter. The Configure Cluster
Menu will appear. Select 0 — Exit, to return to the HA Virtual Appliance Menu. Verify the

Upgrade.

Verify the Upgrade

When the upgrade to Patch 1 is complete on both nodes and Maintenance Mode is disabled,
perform the following tasks to verify the upgrade.

o Verify that the all services are running on each node.

e On the HA Virtual Appliance Menu select option 3 — Run Watchdog Command,
then select option 3 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should be
running except upam, radius, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date” and that the node roles (Active/Standby)
are correct. This can be performed on either node. If the roles changed, remember
which node is the Active node for the upgrade to 4.3R3.

e On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The
data sync status indicates whether the data between two nodes is in sync. If it is, the
field will indicate “Up to Date”. If it is in the process of syncing, a percentage will be
displayed as a percentage. The speed of a data sync depends on the amount of data
and the network speed between the two Nodes. The command also displays the role
for node you are logged into — “Active” or “Standby”. See Show OV Cluster Status for
more details.

e Take a configuration snapshot without selecting the option “Snapshot virtual machine’s
memory”. This will help with reverting the VM if the upgrade to 4.3R3 fails.

Once all services are running, upgrade from 4.3R2 (Patch 1) to 4.3R3.
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Upgrade from 4.3R2 (Patch 1) to 4.3R3
The basic steps for performing the upgrade to 4.3R3 are:

Stop All Watchdog Services on the Active Node

Enable Maintenance Mode on the Active Node

Shutdown the Standby Node

Upgrade the Active Node (upgrade must be complete before going to Step 5)
Startup the Standby Node

Stop All Watchdog Services on the Standby Node

Upgrade the Standby Node (upgrade must be complete before going to Step 8)

Shutdown the Standby Node (shutdown must be complete before going to Step 9)

Disable Maintenance Mode on the Active Node
. Startup the Standby Node
. Verify the Upgrade.

o2 © 0N o bk N

- o

Important Note: Make sure you are beginning the upgrade process on the Active Node. To
view the Node Roles (Active/Standby), go to the HA Virtual Appliance Menu and select
option 2 — Show OV Cluster Status. As shown below, the command displays the role for
each node — “Active” or “Standby”. See Show OV Cluster Status for more details.

Cluster Status:

a Role Status
ovl ’ fActive Online

Stop All Watchdog Services on the Active Node
Before performing the upgrade, you must first stop all services on the Active Node.
1. Open a Console on the OV 2500 NMS-E 4.3R2 Active Node.

R R R R R R R R R R R R R R e

#w The HA Virtual Applie
#» [11 Help
Cr ; t Node

Run Watc
Upgrade~

[?] Logging

[8]1 Setup Optional Tools
[9]1 Advance Mode

[18]1 Power Off

2. On the HA Virtual Appliance Menu, enter 5 — Run Watchdog Command to bring up the Run
Watchdog Command Menu.
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¥ Run Watchdog Command

el ool ekl oo
#» [1]1 Help
All Services

S
S
S
2
2

3. Enter 4 — Stop All Services, then enter y and press Enter at the Confirmation Prompt. After
about a minute, OmniVista will begin stopping services and display the progress. When all
services have stopped, OmniVista will display “Watchdog is done stopping all services — Done”
and the Run Watchdog Command Menu will appear. Enable Maintenance Mode on the Active
Node.

Enable Maintenance Mode on the Active Node

Enable Maintenance Mode on the Active Node. This will enable Maintenance Mode on both
nodes in the Cluster.

1. On the Run Watchdog Command Menu, enter 0 — Exit to return to the HA Virtual Appliance
Menu.

e e e e e e e e e e el el e el e el e e e e e e e e e e
#w The HA Virtual Appliance Menu W
L R R R
#» [11 Help

Z1 Show DU ~ Status

[5] Run Watc
[6]1 Upgrade~Bac

i
u
:
:
:
W

[?] Logging

[8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[A] Log Out

2. Enter 3 — Configure Cluster to bring up the Configure Cluster Menu.
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S S S S S S S S S S S S - 3 3 e )

Remove peer node from cluster

re OV Web Forts

if icate
Sol Authentication
Jord

[11] Conf ig

s Information
Mode

3. Enter 16 — Enable Maintenance Mode, then enter y and press Enter to enable Maintenance
Mode. Press Enter again to continue and return to the Configure Cluster Menu.

wild you like to enable Maintenance Mode [yind (nd: y

e conf iguration has bheen set
r [Enter] to continue

leaze do nwot perform ang Cluster Configuration actionz before dizabling Maintenance Modeft!
ress [Enter] to continue

4. On the Configure Cluster Menu, select 0 — Exit to return to the HA Virtual Appliance Menu.
You can now shutdown the Standby Node.

Shutdown the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R2 Standby Node VM.

e e e e e e e e e e el el e el e el e e e e e e e e e e
w The HA Virtual Appliance Menu W
L R R R
#» [11 Help

[£] w OU Cluste

Upgrade~Backup-R

Logg ing
Setup Optional Tools
fidvance M

[18] Power Off

[11]1 Reboot

[A] Log Out

2. Enter 10 — Power Off to power off the VM. Enter y and press Enter at the Confirmation
Prompt. When the shutdown is complete, upgrade the Active Node.
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Upgrade the Active Node

W e

#» The HA Virtual Appliance i

MR R MR N e e s R RN MR MR R MR R R R R R R R R RN R R R R R
# [1]1 Help

21 § v C

[Z W OU

nt Mode

Run Watchdog Command
Upgrade-Back Restore UA
Logg ing
Setup Optional Tools
Advance Mode

[18]1 Power OfFf

[11]1 Reboot

[8] Log Out

1. On the HA Virtual Appliance Menu, select 6 — Upgrade/Backup/Restore VA and press Enter
to bring up the Upgrade VA Menu.

# Upgrade UA "
* [1] Help n

[£] To 4.3RZ (Upgrade to La t patch of Current Release, if any)

[3]1 To Hew Rel .

[4]1 Enab P t . - ALE Central Repo)

[51] - tor i

61 C gure “Up e nt (Selected - Disabled)

[7]1 Backup = 0 a 2 Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

2. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu.

Warning: If you select 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

Upgrade to HEQ ﬁél:

[1]1 Upgrade

[A] Exit

3. Enter 1 - Upgrade to 4.3R3 and press Enter to bring up the Upgrade System Options Menu.
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Dowmload and U

Dowm loa
Upgrade from downloaded pa
Exit

(=) Type your

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

urrent version of Virtual Appliance
Product Name: Alcatel-Lucent Enterprise Omnilista 2588 NMS 4.3RZ GA
Build Number: 24

Patch Number: 1

4.3R3 operation i= in progress...
yle after upgrading latest to the build of 4.3
ade for 4.3RZ release now [yinl (n):

5. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.3R3.

Getting upgrade information for 4.3R3...
grade information for 4.3R3
f lable Pa

HH NMS-E
fproduct=0m iVistaZ588Ne tworkManagement temfamp

Lucent Enterprise OmmiVista Z588 NMS-E

latest build of 4.3R3 r . refer to Release Notes and Insta
before continuing wi : E
de mow 7TIyinl (): y
loss or corruption. We advise taking a UM s shot and read Instal
prior to this.

[yinl
it ma
ring upgrading. This is a normal c
ignore them.

6. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R3.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
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Configure The Virtual Appliance Menu (from the HA Virtual Appliance Menu, select 4 -
Configure Current Node to access the menu).

7. When the installation is complete, the following message will appear “Complete! Operation is
successful”. Press Enter to continue, then press Enter to reboot the VM.

8. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.
e Verify that the Build Number is correct.

e Go to the HA Virtual Appliance Menu and select option 4 — Configure Current
Node, then select option 2 — Display Current Node Configuration to view the
current Build Number. See Display Current Node Configuration for more details.

9. After verifying the upgrade, start up the Standby Node.

Important Note: The upgrade on the Active Node must be complete, before you start up
and upgrade the Standby Node.

Startup the Standby Node

1. Power on the Standby Node and log into the VM. The HA Virtual Appliance Menu will appear.
Once the Standby Node is powered up (all services are running), stop all Watchdog Services on
the Standby Node.

Stop All Watchdog Services on the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R2 Standby Node.

Upgrade-Back

Logg ing
Setup Optional Tools
fidvance Mode

[18]1 Power Off
[11]1 Reboot
[8]1 Log Ou

2. On the HA Virtual Appliance Menu, enter 5 - Run Watchdog Command to bring up the Run
Watchdog Command Menu.
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e

¥ Run Watchdog Command "

L L R R R R a R R R )
#» [1]1 Help

lis : Df All Services

s

atop All
Restart All

[18]1 Choose
[A] Exit

3. Enter 4 — Stop All Services, then enter y and press Enter at the Confirmation Prompt. After
about a minute, OmniVista will begin stopping services and display the progress. When all
services have stopped, OmniVista will display “Watchdog is done stopping all services — Done”
and the Run Watchdog Command Menu will appear. Upgrade the Standby Node.

Upgrade the Standby Node

1. On the Run Watchdog Command Menu, enter 0 — Exit to return to the HA Virtual Appliance
Menu.

e e e e e e e e e e el el e el e el e e e e e e e e e e
w The HA Virtwual Appliance Menu W
L R R R

[1] Help

Upgrade~Ba
Logg ing
Setup Optional Tools
fidvance M
[18] Power Off
[11]1 Reboot
[B] Log Out

# Upgrade UA "
Help "
To 4.3RZ (Up ¢ st patch of Current Release, if any) ;
To NHew Rel .
Enable Repository - ALE Central Repo)

nf igure

1" (Selected - Disabled)
NMS Data

Note: It is recommended that you use the default ALE Central Repo in Option 4 above. If
you already have a different repository name, you can use it, and continue with the next
step.

125 Part No. 033510-10, Rev. A



3. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu.

Warning: If you select 2 — To 4.3R2 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

Upgrade to New Rele

[1]1 Upgrade
[B] Exit

(=) Type your

Upgrade System Optio

[1]1 Help

[2]1 Downloa

[3]1 Dowml

[4]1 Upgrade from downloaded pa
[A] Exit

(=) Type your optiom: _

5. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

urrent version of Virtual Appliance
Product Name: Alcatel-Lucent Enterprise Omnilista 2588 NMS 4.3RZ GA

IR3 operation i= in progr ..
after upgrading latest to the build of 4
grade for 4.3RZ release now [yinl (n):

6. Enter y and press Enter at the Confirmation Prompt. OmniVista will retrieve and display
upgrade information for 4.3R3.
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information for 4.
rade information for 4.3R3
fivailable Pac

Summary ; te e Lerpr . ZoB8 NMS-E
IRL Lt iterprise.alcatel-lucent.c ‘oduct=0mmilVis aBBNe tworkManagementSys temamp)
i page=ove
ALE USA Inc.
ptiom ! Alcatel-Lucent Enterprise OmniVista 2588 NMS-E

You have chosen to upgri st build of 4.3R3 release. Fle refer to Release Notes and Insta
the before continuing with this upgr
de mow 7Iyinl] (): y
oss or corruption. We advise taking a UM shot and read Instal
prior to this.

u
; y take long time depending on n- w ed
rning messag ay be shown during upgrading. This is a normal case that the RPM installer tries t
0 remove unexisting files. Y an ignore them.
ade (5s)....

7. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R3.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the HA Virtual Appliance Menu, select 4 -
Configure Current Node to access the menu).

8. When the installation is complete, the following message will appear “Complete! Operation is
successful”. Press Enter to continue, then press Enter to reboot the VM.

j warnings that may have been displayed above

to be restarted for applying new changes
- mode after restarting.

Press [Enterl to conti

9. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.
¢ Verify that the Build Number is correct.

e Go to the HA Virtual Appliance Menu and select option 4 — Configure Current
Node, then select option 2 — Display Current Node Configuration to view the
current Build Number. See Display Current Node Configuration

When the upgrade is complete, shutdown the Standby Node.
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Shutdown the Standby Node
1. Open a Console on the OV 2500 NMS-E 4.3R2 Standby Node VM.

R R R R R R R R R R R R R R e

#w The HA Virtual Applian Menu W

R R R R s R

[Z

[31

[4]

[51 _'
[6]1 Upgrade~Bac

[?] Logging

[8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[A] Log Out

2. Enter 10 — Power Off to power off the VM. Enter y and press Enter at the Confirmation
Prompt. When the shutdown is complete, disable Maintenance Mode on the Active Node.

Disable Maintenance Mode on the Active Node

Open a console on the Active Node to disable Maintenance Mode. This will disable
Maintenance Mode on both nodes in the Cluster.

1. Go to the HA Virtual Appliance Menu.

M e e e e e e e el e e e e e e e e e e e e el e e e e e e e
% The HA Virtwal Appliance Henu W
ekt oo ookl ool

[1] Help

[2

[31 C

Run Watch
Upgrade~Bac

Logging
Setup Optional Tools
fidvance Mode

[18] Power Off

[11]1 Reboot

[B]1 Log Out

2. Select 3 — Configure Cluster. The Configure Cluster Menu appears.
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w Conf igure Cluster

[1] Help
[£] Display C Conf iguration
IF

‘rom cluster

3L Authentication
assword

=ntication Server

3. Enter 16 — Disable Maintenance Mode, then enter y and press Enter. The Configure Cluster
Menu will appear. Select 0 — Exit, to return to the HA Virtual Appliance Menu. Startup the

Standby Node.

Startup the Standby Node
1. Power on the Standby Node.

64 on an xB6_64

echnical Suppor de: alcatel

Product Name: atel-Lucent Enterprise OmniVista 2588 NMS 4.3RZ GA
[Build Number:

[Patch Number:

Build Date: ~BB-28186

wl login:

2. Login to the VM. The HA Virtual Appliance Menu will appear. When the Standby Node is
powered up, verify the upgrade.

Verify the Upgrade

When the upgrade is complete on both nodes and Maintenance Mode is disabled, verify that all
services are running on both nodes, that the Cluster Status is “Up to Date”, and that the node
roles are correct. And take a configuration snapshot.

o Verify that the all services are running on each node.

o On the HA Virtual Appliance Menu select option 3 — Run Watchdog Command,
then select option 3 — Display Status of All Services. See Run Watchdog
Command for more details. Note that on the Standby Node, all services should be
running except upam, radius, and nginx. It is the expected behavior on the Standby
Node that these services will be “Stopped”.

o Verify that the Cluster Status is “Up to Date” and that the node roles (Active/Standby)
are correct. This can be performed on either node.

¢ On the HA Virtual Appliance Menu select option 2 — Show OV Cluster Status. The
data sync status indicates whether the data between two nodes is in sync. If it is, the
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field will indicate “Up to Date”. If it is in the process of syncing, a percentage will be
displayed as a percentage. The speed of a data sync depends on the amount of data
and the network speed between the two Nodes. The command also displays the role
for node you are logged into — “Active” or “Standby”. See Show OV Cluster Status for
more details.

e Take a configuration snapshot without selecting the option “Snapshot virtual machine’s
memory”. This will help with reverting the VM if the next upgrade path fails.

Once all services are running, upgrade to OmniVista 4.4R1 HA.

Upgrading from 4.3R1 (Fresh Installation) to 4.3R2

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
fresh installation of OV 2500 NMS-E 4.3R1 to OV 2500 NMS-E 4.3R2, before upgrading to
4.3R3.

If you are upgrading from an OV 2500 NMS-E 4.3R1 Standalone Installation you can only
upgrade to an OV 4.3R2 Standalone Installation. If you are planning on configuring a High-
Availability Installation, you must perform a fresh installation of OV 2500 NMS-E 4.3R2.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

o Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
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to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Note: Before beginning the upgrade, stop all Watchdog Services using the Run Watchdog
Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.

1. Open a Console on the OV 2500 NMS-E 4.3R1 Virtual Appliance.

------------------------------- S O ¥ S S SF F OF H R E VR SRR S SF O CH VR R VR VEOR RN VR UR R OR R ORR R CR TR U OF SF N SEH UROE SHOR PR N SR SROppOpepORepOR.
# The Uirtual Appl iance Menu "
0 0 O 0 - e e
" 1 Help "
21 Conf igure The Uirtual Appliance

Run UWa

Up

(B8] Power Off

[9] Reboot

[18] Advanced Mode

= [11]1 Set Up Optional Tools
= [B] Log Out

e e A e e - ] R e

L
-
w
-
-
-
=
-
-

-
"
-
-
-
Login Authentication Server "
"
-
-
-
o

(=) Type your option: _

2. On the Virtual Appliance Menu, enter 4 — Upgrade/Backup/Restore VA and press Enter to
bring up the Upgrade VA Menu Screen.

rade to Latest p.'ttl'.h of Current Release, il any )

elected Disabled)
ZOHH NMS Data

(=) '|'l|1|l' your ||l|1 ion: e

Note: It is not necessary to use the ALE Central Repo in Option 4 above. If you already
have a different repository name, you should not change it, and continue with the next step.

3. Enter 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any) and press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To New Release, the upgrade will fail with the following error
message - "/etc/yum.repos.d/ALECentral Repo.repo: Permission denied". You must select 2

— To 4.3R1 (Upgrade to Latest patch of Current Release, if any).
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= lUpgrade stem Options

LR RS A SRR R R R AR R R R R RS R RERERRRRRREREE RS RRRRSRRRERRERERRREREREREEREEERERESEREEESEREEEEEEREEEEESE]
= [1] Help =
« [2] Dowmload and Upgrade -

% [3] Download (nly
“ [4] |J||!_“'x|r1|' from downloaded ]'n.-'ll'b',m_‘_[z-
# [B] Exit
B O e e

(=) Type your option:

=
3
.

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

Current version of Uirtual Appliance

Product Name: Alcatel-Lucent Enterprise Ommilista Z588 NMS 4.3R1 GA
Build Number: 51

Patch Number: B

Checking awvailable packages for 4.3R1 operation is in progre
Upgrade information for 4.3R1

Available Packat

Name

frch

Repo : s
Summary : OV Patch 3 for 4.3R1 build 51
i : httpirsrsenterprise.alcatel-lucent .com7product =0OmnilistaZ588NetworkManagementSystemiamp
verview
: ALE USA Inc.
: Patch 3 for Alcatel-Lucent Enterprise OmnilVista Z588 NMS-E 4.3R1
: build 51

: Fix OVE-387 Upgrade from 4.3R1 to 4.3RZ via ALE Repo failed when
: pr erver for the Ua

Would you like to install the package [yinl (n): _

5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. When the installation is complete, the following message will appear “Complete! Operation is
successful”. Press Enter to reboot the VM.

Complete?

Operation is successful

You can safely ignore any warnings that may have been displayed above
Press [Enter]l to continue

The Virtual Appliance has to be restarted for applying new changes
Press [Enter]l to continue

7. After OmniVista comes up, on the Virtual Appliance Menu, enter 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.
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e e

H

(=) Type your optiom: _

8. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Warning: If you select 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

LA e T T T e o e e e T

-

em Dptions =

T T T T e T Tl -0 T T T T el Tl T T B e

= [1] Help o

® [Z] Dowmload and Upgrade H

w [3] Download Only »
ide from downloaded pa

10. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

Current version of Virtuwal aAppliance

Product Name: filcatel-Lucent Enterprise OmmilVista 25688 NMS 4.3R1 Ga
Build Number: 51

Patch Number: 3

Checking available packages for 4.3RZ operation is in progress...
Upgrade to 4.3RZ release is available after upgrading latest to the build of 4.3R1 release
Do you want to continue to check upgrade for 4.3R1 release now [yinl m): _

OmniVista will retrieve and display upgrade information for 4.3R2.
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Getting upgrade information for 4.3RZ...

Upgrade information for 4.3R2

Available Packages

Name I ovnmse

Arch : xBb_bH4

Uersion : 4.3R2

Release : 24.8.el?

Size :1.3G

Repo : ALECentralRepo_4.3R2

Summary : Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E
URL ¢ http:- renterprise.alcatel-lucent .com 7product=0miVistaZ5S88Ne tworkManagementSystemiamp
;page=overview

License : ALE USA Inc.

Description : Alcatel-Lucent Enterprise Ommilista 25688 NMS-E

You have chosen to upgrade to latest build of 4.3RZ release. Please refer to Release Notes and Insta
llation Guide of the new releasze before continuwing with this upgrade

Do you want to continue with upgrade now ?lyinl (n): y

This operation can result in data loss or corruption. We advise taking a UM snapshot and read Instal
1 guide, Release Notes of new release prior to this.

Are you ready to proceed 7 [yinl n): y

Build dowmload is in progress, it may take long time depending on n- w speed

Warning messages may be shown during upgrading. This is a normal case that the RPM installer tries t
o remove unexisting files. You can ignore them.

Press any key to continue the upgrade (18s)...

11. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R2.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

12. When the installation is complete, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.
Complete?

on iz successful
[Enterl to continue

e UVirtual Appliance has to be restarted for applying new changes
Press [Emter] to continue

13. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.

o Verify that the Build Number is correct.

e Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

134 Part No. 033510-10, Rev. A



o Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Once all services are running, upgrade to OmniVista 4.3R3.

Upgrading from 4.2.2.R01 (MR2) (Fresh Installation) to 4.3R2

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
OV 2500 Fresh NMS-E 4.2.2.R01 (MR 2) to OV 2500 NMS-E 4.3R2, before upgrading to 4.3R3.

Important Notes: Before beginning the upgrade:

o Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

e Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
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happens, start the upgrade process again and press any key when prompted before the
countdown expires.

1. Open a Console on your existing Virtual Appliance (OV 2500 NMS-E 4.2.2.R01MR 2).

R R R B R R R R R R R R R R N R e R N 2

#» The Uirtual Appliance Me "

o e - e
Help
Conf igure The Virtual Appliance
Run Watchdog Command
Upgrade-Backup-Restore UA
Change P word
Logging
Login Authenticatiom Server
Power Off
Reboot

vanced Mode
Set Up Optional Tools
# [A] Log Out

X ¥ X X X X X X X X X X

(=) Type your option: _

2. On the Virtual Appliance Menu, enter 4 — Upgrade/Backup/Restore VA.

Upgrade UA

[1]1 Help

[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[31 4.3R1 (New Release)

[4] Enable Repository (Selected - ALE Central Repo)

[5]1 Conf igure Custom Repositories

[6]1 Configure "Update Check Interval" (Selected - Disabled)
[?]1 Backup-Restore Ommilista 2588 NMS Data

[B] Exit

L N N A

() Type your option: 4

3. Enter 2 - To 4.2.2 (Upgrade to Latest patch of Current Release, if any) and Press Enter
to bring up the Upgrade System Options Menu.

Warning: If you select 3 — To 4.3R1, you will receive the following error message:
“‘ovnmsepatchb51-4.3R1-51.3.e17 available, but not installed. No packages marked for
update”, and the VA will reboot. After rebooting, you are still at the 4.2.2 MR2 release level.
You must select 2 — To 4.2.2 (Upgrade to Latest patch of Current Release, if any).

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.
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[Z] Dowmload and Upgrade

[3]1 Dowmload Only
= [4] Upgrade from downloaded package
= [B] Exit

GG e e e e e e

(=) Type your option: Z

urrent version of Virtwal fppliance
Product Name: Alcatel-Lucent Enterprise OmniVista 2588 HMS 4.2.2.RB1 MR-2

Build Number: 115
Patch Number: B

hecking available packages for 4.2.2.881 operation is in progress...
pgrade information for 4.2.2.R81
vailable Packages
ame : ovmmsepatchbl115
1 xB86_61
: 4.2.2.Ral
:115.3.e17
H T
! ALECentralRepo_4.£.Z£.RB1
: OV Patch 3 for 4.2.2.R81 build 115
: http:ssenterprise.alcatel-lucent .comTproduct=0mnilistaZ588Ne tworkManagementSy
F pagE=OVErViEw
License : ALE USA Inc.
Description : Patch 3 for flcatel-Lucent Enterprise Omnilista 2588 NMS-E
: 4.2.2.R81 build 115

puld you like to install the package [yinl (n): _

5. When the installation is completed, the following message will appear “Complete! Operation
is successful”. Press Enter to reboot the VM.

Verifying @ ovnmsepatchbll5-4.2.2.R81-115.3.el7.x06_64

Installed:
ovnmsepatchbl15. =86 64 B:4.2.2,.81-115.3.e17

omp letet
peration is successful
Fress [Enter] to continue

6. After OmniVista comes up, on the Virtual Appliance Menu, enter 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

e e e T e e e e e e e e e e e e e e

4.2.2 (Upgrade to Latest patch of Current Release, if any)
4.3R1 (New Release)

Enable Repository (Selected - ALE Central Repo)d

Conf igure Custom Hepositories

Conf igure “Update Check Interval™ (Selected - Disabled)
Backup-Restore OmnilVista Z588 NMS Data

Exit

(=) Type your option: 3
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7. Enter 3 — To 4.3R1 and press Enter to bring up the Upgrade to New Release Menu Screen.

8. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

9. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R1 Patch 3.

Getting upgrade information for 4.2.2.R81...
Current version of Uirtual Appliance is the latest build of 4.2.2.R61

Getting uwpgrade information for 4.3R1...

for 4.3R1

vtchb51

IRl build 51
alcatel-lucent .com Tproduct =OmniVistaZS8ANe tworkManagement System&amp
verview
: ALE USA Inc.
iption : Patch 3 for Alcatel-Lucent Enterprise OmmiVista 2588 NMS-E 4.3R1
: build 51

: Fix OUVE-36 Upgrade from 4.3R1 to 4.3RZ via ALE Repo failed when
D using prox ver for the UA

: Fix DUE-1957 xd roles and groups for a user created in the
s group would get removed if restarting
: owclient s

‘fou have chosen to upgrade to latest build of 4.3R1 release. Please refer to Release Notes and Insta
llation Guide of the new relea fore continuing with this upgrade
Jo you want to comtinue with upgrade now 7Lyinl (nd: _

10. When the installation is completed, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.

11. After OmniVista comes up, on the Virtual Appliance Menu, enter 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

12. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Note: If you select 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any),
the following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.
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P
NH'-'IHf“HHHH’h’H"HH'—'HHHHHHHF:H'-'HHF'H'II'HH'F'HHHH'I'HHDliH'll'HH"F:H'-'HH"-'H:1'HH'h'HH’h'H'-'HH"I'H'!'HH'F:H"HH'-'HHHHll'HHHH'-'HH‘I'H:II'HH"F:H“'NH'F'HH
« [1]1 Help
« [£2] To 4.3R1 (Upgrade to Latest patch of Current Release, if any)

% [3] To Mew Rel >

« [4]1 En : i ALE Central Repo)

¢« [5] "igur g

« [6]1 C uw u te Che wal” (Selected - Disabled)

= [7] estore Ommilista Z5HH NMS Data

« [B]

< e T DT D T e T 0D D e T e e e

(=) Type your option: 3

= mARE RN ARH HeR

» Upgrade to Hew Release

B B e e B

(=) Type your option:

14. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

LLI-f..]IL‘ bu i
nowWw [yinl (nl: _

15. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R2.
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the build of 4.3R1 release
2 mow [yind (n): y

Getting u
Current v

pgrade information for 4.3R2
frsailable Pac

tralRepo_4.3R2
: atel-Lucent Enterprize Omnilliste B NHS-E
: httpissenterprise.alcatel - lucent . com Tproduct=0mm iVistaZbBBNetworkManagementSystemiamp]

£088 HHS-E
3RZ rel

with this u
Jo you want to continue with wupgrade now Tlyinl (nd: _

16. When the installation is complete, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.

17. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.
Complete?
Jperation is successful
s [Enterl] to continue

e Virtual Appliance has to be restarted for applying new changes
ress [Enter] to continue

o Verify that the Build Number is correct.

e Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

¢ From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.

e Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Once all services are running, upgrade to OmniVista 4.3R3.
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Upgrading from 4.2.2.R01 (GA) or 4.2.2.R01 (MR2) (Upgrade) to 4.3R2

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
4.2.2.R01 (GA) or 4.2.2.R01 (MR2) (upgraded from a previous version — not a fresh installation)
to 4.3R2, before upgrading to 4.3R3.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the current OmniVista VA. Note that VM snapshots can cause
performance issues on the running VM. When upgrading OmniVista, it is recommended
that you delete any previous snapshots, take a new snapshot of the current VM
configuration, then perform the upgrade. After OmniVista is successfully upgraded, it is
recommended that you also delete the snapshot taken prior to the upgrade. For long-
term VM backups, consult the virtualization software documentation for recommended
procedures.

¢ Move old OmniVista Server Backup files to external storage (SFTP to OmniVista using
port 22 and the “cliadmin” login to access the files under “backups” directory).

e Copy old switch backup files to external storage for archiving purposes if needed (SFTP
to OmniVista using port 22 and use the “cliadmin” login to access the files under the
“switchbackups” directory), and then delete these old switch backup files from the
Resource Manager Ul. You can also automatically purge old backup files by configuring
a Backup Retention policy (Configuration - Resource Manager Settings). Note that the
new retention policy (purging of old backup files) will take effect only when the next
switch backup occurs.

e Ensure that there is enough free disk space for OmniVista.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6 or 12
months). The purge will not happen immediately, OmniVista many take up to a day to
purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R2 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 15 - Configure
Proxy.

It is highly recommended that you perform the upgrade directly from the VM Console. If you
access OmniVista remotely using an SSH client (e.g., putty), the client should be configured
to keep the session alive by sending periodic “keepalive” messages. The upgrade can
take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
database size.

Important Note: Before beginning the upgrade, stop all Watchdog Services using the Run
Watchdog Command in the VA Menu.

Important Note: During the upgrade process, when presented with the prompt: “Press any
key to continue the upgrade”, you must hit a key before the countdown expires. If you do
not, the upgrade will automatically begin at the end of the countdown, but it will fail. If this
happens, start the upgrade process again and press any key when prompted before the
countdown expires.

141 Part No. 033510-10, Rev. A



1. Open a Console on the OV 2500 NMS-E 4.2.2.R01 GA Virtual Appliance.

[8]1 Power Off
[9]1 Reboot
Advanced Mode
t Up Optional Tools

:'xxxxyxx;xytx:-

(%) Type your optiomn: _

2. On the Virtual Appliance Menu, select option 4 — Upgrade/Backup/Restore VA.

Upgrade Un

Help

4.2.2 (Upgrade to Latest patch of Current Release, if any)l
Enable Repozitory (Selected - ALE Central Repo)

Conf igure Custom Repositories

Conf igure "Update Check Interwal" (Selected - Disabled)
Backup-Restore OmmiVista Z588 NMS Data

Exit

(=) Type your option: _

3. Enter 2 — To 4.2.2 (Upgrade to Latest patch of Current Release, if any) and Press Enter to
bring up the Upgrade System Options Menu.

Upgrade 3ystem Options

[11 Help
[2] Download and Upgrade
[3]1 Download Only

[4]1 Upgrade from downloaded package
[A] Exit

(*) Type your option: 2

4. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on the
current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.
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= Upgrade System Options

[1]1 Help

[2] Download and Upgrade

[3]1 Download Only

[4] Upgrade from downloaded package
[A] Exit

3eE-JoE oo -3f-oE-JoE oo oo Jef-Sef-3E-3of o oo ook Jef-Sef-3e-ef - oo oo -Jef el -Jef-ef-3ef-oE-JoE-of-JoE-JoEef-Jef-Jef -3k -E-oE- oo JoEJef-Jef-Sef-3e-Jef - oo oo oo -Jef-Sef-3ef-E-oE-of- oo Jef-Jef e -Sef - -JoE- oo oo Jef - oo oo oo e

(=) Type your option: 2

Current version of Uirtual Appliance

Product Mame: filcatel-Lucent Enterprize OmnilUista 25688 NMS 4.2.2.R81 Ga
Build Mumber: 81

Patch Number: 8

Checking available packages for 4.2.2.RB1 operation is in progress...
Upgrade information for 4.2.2.R81
Jrivailable Packages
: ovnmsepatchb115
: xB6_b4
: 4.2.2.R81
: 115.3.el1?
138 k
. ALECentralRepo_4.2.2.R81
: OV Patch 3 for 4.2.2.881 build 115
: http:ssenterprise.alcatel-lucent.com Tproduct=0mniVistaz58BNetworkManagementSystem&amp
;page=overview
License : ALE USA Inc.
Description : Patch 3 for filcatel-Lucent Enterprise OmniVista 2588 NMS-E
: 4.2.2.881 build 115

llould you like to install the package [yinl (nl: y

5. Enter y and press Enter at the Confirmation Prompts to apply the patch.

6. When the installation is complete, the following message will appear “Complete! Operation is
successful”. Press Enter to reboot the VM.

Complete?
Operation iz successful
Press [Enter] to continue

The UVirtuwal Appliance has to be restarted for applying new changes
Press [Enter] to continue

7. After OmniVista comes up, on the Virtual Appliance Menu, select option 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

Help
4.2.2 (Upgrade to Latest patch of Current Release, if any)
4.3R1 (New Release)

Enable Repository (Selected - ALE Central Repo)

Conf igure Custom Repositories

Conf igure "Update Check Interval" (Selected - Disahled)
Backup-Restore OmniVista 2588 HMS Data

Exit
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8. Enter 5 and press Enter to configure a Custom Repository.

R R R R R R R R R R R R R R R R R R R R R L R N E R

# Conf igure Custom Repositories -

tom Repo 1" Repository

m Repo 2" Re tory
om Repo 3" Repository

B L L L L  E E  E E a E E o a o S B S T S sl

(=) Type your option: _

9. Select a Custom Repository (e.g., 2 — “Custom Repo 1” Repository) and press Enter.

Note: The Custom Repository should be created with an unused custom repository from
the Configure Custom Repositories Menu option (e.g. “Custom Repo 17, “Custom Repo 2" or
“Custom Repo 3%).

10. Configure the repository as described below, then Enter y and press Enter to confirm the
configuration.

e Repository Name —43R1Repo
¢ Repository URL Host — ovrepo.fluentnetworking.com
e Repository URL Location — ov

Please input Repository name [Custom Repo 11: 43RiRepo
(«) Please input Repository URL host: ouvrepo.f luentnetworking.com
lease input Repository URL location : ow
ould you like to configure Repository with:
Name: 43R1Repo
URL host: ovrepo.fluentnetworking.com
URL location: ov
[yin]l (yl: y
The conf iguration has been set
ress [Enter] to continue

11. Enter 0 and press Enter to exit to the Upgrade VA Menu.

Upgrade Un

[1]1 Help

[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[31 4.3R1 (New Release)

[4]1 Enable Repository (Selected - ALE Central Repo)l

[5]1 Configure Custom Repositories

[6]1 Configure "Update Check Interval" (Selected - Disabled)
[?]1 Backup-Restore Ommilista 2588 NMS Data

[B]1 Exit

* ok Gk ok %k % %k ¥

(=) Type your option: 4

12. Enter 4 and press Enter to bring up the Enable Repository Menu.
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Enable Repository

Help
"ALE Central Repo" Repository (Selected)
"43R1Repo” Repository

"Custom Repo 2" Repository
"Custom Repo 3" Repository
"0ff lineRepo" Repository
Exit

(=) Type your option: 3_

13. Select the Custom Repository you just created (e.g., 3 — “43R1Repo” Repository) and press
Enter. Enter y and press Enter at the confirmation prompt. The Custom Repository you enabled
will be designated as “Selected”, as shown below.

14. Enter 0 and press Enter to exit to the Upgrade VA Menu.

lad UpJPnﬂP Uﬁ
Lo R N R R R
» [1]1 Help
« [2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
« [31 4.3R1 (New Release)
« [4] }nahlE Repository (5 ]Erth - 43R1Repo)
« [5] C [ ; .
[6]1 C i ate nt ~Ju|' (Selected - Disabled)
[?1 kup~Res l.ml_ I_ImnlUl sta 2588 NMS Data
« [B] Exit

(#) Type your option:

15. Enter 3 — To 4.3R1 (New Release) and press Enter to bring up the Upgrade to New
Release Menu Screen.

Note: If you select 2 — To 4.2.2 (Upgrade to Latest patch of Current Release, if any), the
following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To 4.3R1 (New Release).

16. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

17. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R1 Patch 3.
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Build Number: 115
Patch Number: 3

Checking available packages for 4.3R1 operation is in progress...
lipgrade to 4.3R1 release is available after upgrading latest to the build of 4.2.2.RB1 release
Do you want to continue to check upgrade for 4.2.2.881 release now [yinl (n): y

Getting upgrade information for 4.2.2.RB1...
Current version of Uirtual Appliance is the latest build of 4.2.2.RB1

Getting upgrade information for 4.3R1...
Upgrade information for 4.3R1
frvailable Packages
. ovmmsepatchb51
1 xdb_b4
: 4.3R1
: 51.3.el?
1.1 M
: CustomBepol_4.3R1
: OU Patch 3 for 4.3R1 build 51
: http:/-senterprise.alcatel-lucent.com/?product=0mnilistaZbBBNetworkManagementSystemdamp)
:page=overview
License : ALE USA Inc.
Description : Patch 3 for Alcatel-Lucent Enterprise OmnilVista 2588 NMS-E 4.3R1
: build 51

: Fix OUVE-3878: Upgrade from 4.3R1 to 4.3R2 via ALE Repo failed when
! using proxy server for the Ui

: Fix OUE-1957: fissigned roles and groups for a user created in the
: default Administrators group would get removed if restarting
! owclient service,

‘fou have chosen to uwpgrade to latest build of 4.3R1 release. Please refer to Release Notes and Instal
llation Guide of the new release before continuing with this upgrade
Do you want to continue with upgrade wow ?[yinl (n): _

18. When the installation is complete, the following message will appear “Complete! Operation
is successful”’. Press Enter to continue, then press Enter to reboot the VM.

19. After OmniVista comes up, on the Virtual Appliance Menu, select option 4 — Upgrade/
Backup/Restore VA and press Enter to bring up the Upgrade VA Menu Screen.

20. Enter 3 — To New Release and press Enter to bring up the Upgrade to New Release Menu
Screen.

Note: If you select 2 — To 4.3R1 (Upgrade to Latest patch of Current Release, if any), the
following warning message will be displayed: “No package available” as you are at latest
patch. You must select 3 — To New Release.

21. Enter 1 - Upgrade to 4.3R2 and press Enter to bring up the Upgrade System Options
Menu.

le to New Releasze
Ry D onsia ey o A A A S S M 6655 PR R N

« [11 Upgrade to 4.3RZ

= [H] t

~option: _
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22. Enter 2 — Download and Upgrade and press Enter to begin the upgrade. Information on
the current installation is displayed and OmniVista checks the Repository for the latest upgrade
packages. Enter y and press Enter at the Confirmation Prompt.

Current version of Virtual Appliance

Product Name: Alcatel-Lucent Enterprise OmniVista 25688 NMS 4.3R1 GA
Build Number: 51

Patch Number: 3

Checking available packages for 4.3RZ operation is in progress...
Upgrade to 4.3RZ release is available after upgrading latest to the build of 4.3R1 release
Do you want to continue to check upgrade for 4.3R1 release now [yinl (n): _

23. Enter y and press Enter at the Confirmation Prompts to upgrade to 4.3R2.

Getting upgrade information for 4.
Upgrade information for 4.3R2
Available Pack

Name :

Arch

you ready t
Build dowmload is i
Harning ages may be showm during wpgrading. This is a normal case that the RPM installer tries t
0 remove une ng Files. You can ignore them.
Pr any key to continue the upgrade (18s)...

24. When the installation is complete, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.
Complete!?

Operation is successful
Press [Enter] to continue

e Virtual Appliance has to be restarted for applying new changes
Fress [Enter] to continue

The reboot process will take several minutes. When the reboot is complete, log into the VM and
verify the upgrade

o Verify that the Build Number is correct.

¢ Go to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

o Verify that all services have started.

¢ From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.
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o Select option 3 — Run Watchdog Command, then select option 3 — Display Status
of All Services. See Run Watchdog Command for more details.

Once all services are running, upgrade to OmniVista 4.3R3.

148 Part No. 033510-10, Rev. A



Appendix A — Installing Virtual Box

If you are deploying OV 2500 NMS-E 4.3R3 on a standalone Windows or Linux machine, you
must first install Virtual Box on the machine. Virtual Box is available as a free download.

Go to https://www.virtualbox.org/wiki/Downloads. Click on the applicable download link (e.g.,
Windows Hosts). The sections below provide procedures for installing Virtual Box on Windows
or Linux Hosts. See the Oracle VM Virtual Box documentation for additional information.

Supported Hosts
Virtual Box runs on the following host operating systems:

¢ Windows Hosts:
e Windows Vista SP1 and later (32-bit and 64-bit).
e Windows Server 2008 (64-bit)
o Windows Server 2008 R2 (64-bit)
e Windows 7 (32-bit and 64-bit)
e Windows 8 (32-bit and 64-bit)
e Windows 8.1 (32-bit and 64-bit)
e Windows 10 RTM build 10240 (32-bit and 64-bit)
e Windows Server 2012 (64-bit)
e Windows Server 2012 R2 (64-bit).

e Linux Hosts (32-bit and 64-bit):
e Ubuntu 10.04 to 15.04
e Debian GNU/Linux 6.0 ("Squeeze") and 8.0 ("Jessie")
¢ Oracle Enterprise Linux 5, Oracle Linux 6 and 7
o Redhat Enterprise Linux 5, 6 and 7
e Fedora Core / Fedora 6 to 22
e Gentoo Linux
e 0penSUSE 11.4,12.1,12.2,13.1
e Mandriva 2011.

Installing Virtual Box on Windows Hosts

The Virtual Box installation can be started by double-clicking on the downloaded executable file
(contains both 32- and 64-bit architectures), or by entering:

VirtualBox.exe —-extract

on the command line. This will extract both installers into a temporary directory in which you will
find the usual .MSl files. You can then perform the installation by entering:

msiexec /1 Virtual Box-<version>-MultiArch <x86|amd64>.msi

In either case, this will display the installation welcome dialog and allow you to choose where to
install Virtual Box to and which components to install. In addition to the Virtual Box application,
the following components are available:
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e USB Support:

e This package contains special drivers for your Windows host that Virtual Box
requires to fully support USB devices inside your virtual machines.

e Networking
e This package contains extra networking drivers for your Windows host that Virtual

Box needs to support Bridged Networking (to make your VM's virtual network cards
accessible from other machines on your physical network).

e Python Support

e This package contains Python scripting support for the Virtual Box API. For this to
work, a working Windows Python installation on the system is required.

The Virtual Box 5.2.x Setup Wizard will guide you through the installation. Depending on your
Windows configuration, you may see warnings about "unsigned drivers", etc. Please allow these
installations as otherwise Virtual Box might not function correctly after installation.

With standard settings, Virtual Box will be installed for all users on the local system; and the
installer will create a "Virtual Box" group in the Windows "Start" menu which allows you to
launch the application and access its documentation.

Installing Virtual Box on Linux Hosts

Virtual Box is available in a number of package formats native to various common Linux
distributions. In addition, there is an alternative generic installer (.run) which should work on
most Linux distributions.

Note: If you want to run the Virtual Box graphical user interfaces, the following packages
must be installed before starting the Virtual Box installation (some systems will do this for
you automatically when you install Virtual Box):

e Qt4.8.0 or higher;
e SDL 1.2.7 or higher (this graphics library is typically called 1ibsd1l or similar).

Specifically, Virtual Box, the graphical Virtual Box manager, requires both Qt and SDL.
VBoxSDL, our simplified GUI, requires only SDL. If you only want to run VBoxHeadless,
neither Qt nor SDL are required.

Installing Virtual Box From a Debian/Ubuntu Package

Download the appropriate package for your distribution. The following examples assume that
you are installing to a 32-bit Ubuntu Raring system. Use dpkg to install the Debian package:

sudo dpkg -i virtualbox-5.0 5.2.x Ubuntu raring i386.deb

You will be asked to accept the Virtual Box Personal Use and Evaluation License. Unless you
answer "yes" here, the installation will be aborted.

The installer will also search for a Virtual Box kernel module suitable for your kernel. The
package includes pre-compiled modules for the most common kernel configurations. If no
suitable kernel module is found, the installation script tries to build a module itself. If the build
process is not successful, a warning is displayed and the package will be left unconfigured. In
this case, check /var/log/vbox-install.log to find out why the compilation failed. You
may have to install the appropriate Linux kernel headers.

A-2 Part No. 033510-10, Rev. A



After correcting any problems, enter sudo rcvboxdrv setup to start a second attempt to
build the module. If a suitable kernel module was found in the package or the module was
successfully built, the installation script will attempt to load that module.

Once Virtual Box has been successfully installed and configured, you can start it by selecting
"Virtual Box" in your start menu or from the command line.

Using the Alternative Installer (VirtualBox.run)
The alternative installer performs the following steps:
¢ It unpacks the application files to the target directory, /opt/Virtual Box/, which
cannot be changed.

o It builds the Virtual Box kernel modules (vboxdrv, vboxnetflt and vboxnetadp)
and installs them.

e ltcreates /sbin/rcvboxdrv, an init script to start the Virtual Box kernel module.
e It creates a new system group called vboxusers.

e |t creates symbolic links in /usr/bin to a shell script (/opt/Virtual Box/VBox)
which does some sanity checks and dispatches to the actual executables, Virtual
Box, VBoxSDL, VBoxVRDP, VBoxHeadless and VboxManage.

e ltcreates /etc/udev/rules.d/60-vboxdrv.rules, a description file for udev, if
that is present, which makes the USB devices accessible to all users in the vboxusers

group.
e |t writes the installation directory to /etc/vbox/vbox.cfg.

The installer must be executed as root with either install or uninstall as the first
parameter.

sudo ./VirtualBox.run install
If you do not have the "sudo" command available, run the following as root instead:

./VirtualBox.run install

Then put every user requiring access to USB devices from Virtual Box guests into the group
vboxusers, either through the GUI user management tools or by running the following
command as root:

sudo usermod -a -G vboxusers username

Note: The usermod command of some older Linux distributions does not support the -a
option (which adds the user to the given group without affecting membership of other
groups). In this case, determine the current group memberships using the groups
command and add these groups in a comma-separated list to the command line after the -G
option (e.g., usermod -G groupl, group2, vboxusers username.)

Performing a Manual Installation

If, for any reason, you cannot use the shell script installer described previously, you can also
perform a manual installation. Invoke the installer by entering:

./VirtualBox.run —--keep —--noexec
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This will unpack all the files needed for installation in the instal1 directory under the current
directory. The Virtual Box application files are contained in VirtualBox.tar.bz2 which you
can unpack to any directory on your system. For example:

sudo mkdir /opt/Virtual Box
sudo tar jxf ./install/VirtualBox.tar.bz2 -C /opt/Virtual Box

or as root:

mkdir /opt/Virtual Box
tar jxf ./install/VirtualBox.tar.bz2 -C /opt/Virtual Box

The sources for VirtualBox's kernel module are provided in the src directory. To build the
module, change to the directory and issue the following command:

make

If everything builds correctly, issue the following command to install the module to the
appropriate module directory:

sudo make install

If you do not have sudo, switch the user account to root and enter:

make install

The Virtual Box kernel module needs a device node to operate. The above make command will
tell you how to create the device node, depending on your Linux system. The procedure is
slightly different for a classical Linux setup with a /dev directory, a system with the now
deprecated devfs and a modern Linux system with udev.

On certain Linux distributions, you might experience difficulties building the module. You will
have to analyze the error messages from the build system to diagnose the cause of the
problems. In general, make sure that the correct Linux kernel sources are used for the build
process. Note that the /dev/vboxdrv kernel module device node must be owned by root:root
and must be read/writable only for the user.

Next, you will have to install the system initialization script for the kernel module:
cp /opt/Virtual Box/vboxdrv.sh /sbin/rcvboxdrv

(assuming you installed Virtual Box to the /opt/Virtual Box directory) and activate the
initialization script using the right method for your distribution, you should create VirtualBox's
configuration file:

mkdir /etc/vbox
echo INSTALL DIR=/opt/Virtual Box > /etc/vbox/vbox.cfg

and, for convenience, create the following symbolic links:

In -sf /opt/Virtual Box/VBox.sh /usr/bin/Virtual Box
In -sf /opt/Virtual Box/VBox.sh /usr/bin/VBoxManage
In -sf /opt/Virtual Box/VBox.sh /usr/bin/VBoxHeadless
In -sf /opt/Virtual Box/VBox.sh /usr/bin/VBoxSDL
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Appendix B — Using the Virtual Appliance Menu

To access the Virtual Appliance Menu for a VM, launch the Hypervisor Console. The login
prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

entlds Linux 7
lernel 3.18.8-957

roduct Name: Alcatel-Lucent Enterprise OmmilVista Z5HH NMS 4.4RZ GA
iild Number: 47

B-24-2819
Support Code: alcatel
login: _

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

B - e e e et e e e - e - - - - - - - - - - e e e e e e

» The Virtual fAppliance Menu
e e e e e e e D e - D - - eI et et e e e - e D D - D D
» [1]1 Help

[Z£] Conf igure The Virtual Appliance

[31] j Command

[4] (

[51 C

[61

¥ X % % % x % X

[7?] Login Authentication Server
[8]1 FPower Off

[9]1 Reboot

[18]1 Advanced Mode

[11]1 Set Up O

[12]1 Convert

[13]1 Join Clus

The Virtual Appliance Menu provides the following options:
e 1-Help
e 2 - Configure the Virtual Appliance
o 3 - Run Watchdog Command
o 4 - Upgrade/Backup/Restore VA
e 5 - Change Password
e 6 -logging
e 7 -Login Authentication Server
e 8 - Power Off
e 9 -Reboot
e 10 - Advanced Mode
o 11 - Set Up Optional Tools
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e 12 - Convert to Cluster
e 13- Join Cluster

e 0-LogOut
For information on these menu options, refer to the sections below.

Help

Enter 1 and press Enter to bring up help for the Virtual Appliance Menu.

Configure the Virtual Appliance

The “Configure the Virtual Appliance” menu provides the following options:
e 1-Help
o 2 -Display Current Configuration
e 3 - Configure IPs & Ports
e 4 - Configure Default Gateway
e 5 - Configure Hostname
e 6 - Configure DNS Server
e 7 - Configure Timezone
e 8 - Configure Route
e 9 - Configure Network Size
¢ 10 - Configure Keyboard Layout
e 11 - Update OmniVista Web Server SSL Certificate
e 12 - Enable/Disable AP SSL Authentication
e 12 - Enable/Disable Admin SSH
e 14 - Configure NTP Client
e 15 - Configure Proxy
e 16 - Change Screen Resolution
o 17 - Configure the Other Network Cards
o 0-Exit
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# Configure The Uirtual Ag

WOH W W R R B R

[111 llpd-tlr:: | sti eb Server 35L certificate
[1Z] Enable-sDisa thentication
[13]1 Enable-Di i 3

: olution
[17]1 Configure the other Network C
[A] Exit

Help
Enter 1 and press Enter to bring up help for the Configure The Virtual Appliance Menu.

Display Current Configuration

Enter 2 and press Enter to display the current VA configuration. Press Enter to return to the
Configure The Virtual Appliance Menu.

ent conf iguration M
'‘roduct Name: Alcatel-Lucent Enterprise OmniVista Z588 NMS 4.4RZ GA
Juild Mumd oA

Configure IPs and Ports

1. If you want to re-configure the current OV IP, Captive Portal IP and Ports, and optional
Additional Web QV IP, enter 3 and press Enter. The current configuration will be displayed.
Enter y and press Enter at the first confirmation prompt to re-configure the OV IP and Web
Ports.
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urrent OV IP Co
IP: 18
Metn

OV Web HTTP Port
OV Web HTTPS Port
w like to conf igure O ' and OU Web Ports [yinl (n): y
ase input OV IPw : a61:
i 55.255.81:
hB-88:8c:29:c5:f1:32]1, =0 use it for OV IP too
Bl:

d you like
[Put: .
Netmas L2595
NIC: ethB-88:8
OV Leb
OV Web HTTPS Port: 443
[yinl C(y):

2. Enter an IPv4 IP address and subnet mask.
3. Enter y at the confirmation prompt and press Enter to confirm the settings.
4. After configuring the OV IP address, configure the OV ports.

5. At the prompt, enter an HTTP value and press Enter. Enter an HTTPS value and press
Enter.

e HTTP Port (Valid range: 1024 to 65535, Default = 80)

e HTTPS Port (Valid range: 1024 to 65535, Default = 443)

Note: You can press Enter to accept default values. New port values must be unique
(i.e., they must differ from any previously-configured ports).

6. Enter y and press Enter to confirm the settings.

7. At the Captive Portal Configuration Prompt, enter y and press Enter to configure the Captive
Portal Ports, otherwise press Enter to continue. The Captive Portal IP address can be the same
as the OV IP address or different. However, if you use a different IP address for Captive Portal it
is recommended that you use the default ports. If you do not use the default ports, the ports
should be >1024.

e HTTP Port (Valid range: 1024 to 65535, Default = 8080)

e HTTPS Port (Valid range: 1024 to 65535, Default = 8443)

Note: The default Captive Portal FQDN is "ov2500-upam-cportal.al-enterprise.com"”. If you

want to replace it with your own FQDN you must:

1. Log into the OmniVista UI.

2. Go to the UPAM — Captive Portal Certificates page (U PAM — Settings — Captive Portal
Certificates).

e Create a Custom Certificate.
e Activate the certificate.

8. At the Additional OV Web IP Prompt, enter y and press Enter to configure an Additional OV
Web IP, otherwise press Enter to continue. An additional OV Web IP address provides you with
another way of accessing the OmniVista Ul. It is optional. The OV Web IP address must be

B-4 Part No. 033510-10, Rev. A



configured on a different NIC and different subnet than the OmniVista IP and Captive Portal IP.
If an additional NIC is not available, it cannot be enabled.

After entering values and confirming, you must restart all services for the changes to take effect.
Use the Restart All Services option in the Run Watchdog command in the Virtual Appliance
Menu.

Important Note: If you change the OV IP address in the VA Menu, the network is NOT
touched. For wired devices, you must reconfigure the sFlow receiver, policy server, and
SNMP trap station. After changing the IP Address of the OV Server, you must manually
push configurations from various applications (Analytics, Policy View QoS, and Noaotification
applications respectively) to inform the network about the new location of the OV Server. For
Stellar APs, you must reconfigure the DHCP Server, and reapply WLAN Services and
Global Configurations in Unified Access.

Note: If OmniVista is unreachable after you change the OmniVista Server IP address,
reboot the OmniVista Server.
Configure Default Gateway

1. Enter 4 and press Enter to configure default gateway settings.

30T oo oo

ould you like

default g
[yinl (yl):
he conf igurati
IPress [Enter] to c

2. Enter an IPv4 default gateway.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Hostname

1. The default Hostname is omnivista. If you want to change the default Hostname, enter 5
and press Enter.

L o d R g d S R g E g S g

[Please input |
ould you 1

hostn
[yinl (yl:

e conf iguration
Press [Enter] to

2. Enter a hostname (maximum of 15 characters).

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.
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Configure DNS Server
1. Enter 6 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

# Conf igure DNS S5 .
ould you like to e d [yinl (n y
(%) Please input dy Erver 9Z.168.7
[yinl ( 192.168.1.3
Z [yinl (n):

opuld you like
d el

Press [Enterl to

Note: If n (No) is selected, all DNS Servers will be disabled.

3. Enter y and press Enter to confirm the settings. You will be prompted to restart the OV Client
Service for the change to take effect. Press Enter to return to the Configure The Virtual
Appliance Menu.

Configure Timezone

1. Enter 7 and press Enter to begin setting up the timezone.

: e available timezones list will be shown (press [g] to exit view mode
IPress [Enter] to continue

2. Press Enter to display timezones.
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Africa-Abid jan
Africa-Accra
Africa-Addis_Ababa
AfricarsAlgiers
Africa-Asmara

Af rica-Bamako

an jul
issau

makiry
Jakar

El_Aaiun
‘reetown

A~ Khartoum
casKigali
Africa<Ki Sa

AfricasLibreville
Afr ica~Lome

Af r ica~Luand

Afr icasLubumbashi
Africa~sLusaka

2. Press Enter to scroll through the list. After locating your timezone, press q and enter your
timezone at the prompt (e.g., America/Los_Angeles). Then press Enter to set the timezone and
return to the Configure Current Node Menu.

ould you like

timezon
jlyinl (y):
JIThe conf iguration
[Press [Enterl to continue

You can verify the change using the 2 - Display Current Configuration command.

Configure Route
1. If you want to add a static route from the VM to another network enter 8 and press Enter.

2. Add an IPv4 route by entering 3 at the command prompt.
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Help

Show Curre
Add Route w
Del Route w
Exit

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Network Size

1. At the Main Menu prompt, enter 9 and press Enter to begin configuring a Network Size.

* Conf igure Network "

[1]1 Help
[2]1 Conf igur

[3]1 Conf

2. You can re-configure OV 2500 NMS-E 4.4R2 memory settings by selecting option 2. Select
an option (e.g., Low, Medium, High, Very High) based on the number of devices being managed
and press Enter. Enter y and press Enter at the confirmation prompt. You will be prompted to
restart the Watchdog Service for the change to take effect. See Recommended System
Configurations for more information.

3. Configure Swap file by selecting option 3.

¢ 1 -Show Current Swap Files - Enter 1 and press Enter to display information about
any configured Swap Files.

e 2 - Add Swap File - Enter the size of the Swap File in MB (Range = 1 - 4096). Enter y
and press Enter at the confirmation prompt.

e 3 -Delete Swap File - Select the Swap File you want to delete and press Enter. Enter y
and press Enter at the confirmation prompt.

4. Configure Data Partition by selecting option 4.

By default, OV 2500 NMS-E 4.4R2 is partitioned as follows: HDD1:50GB and HDD2:256GB. If
you are managing more than 500 devices it is recommended that you increase the provisioned
hard disk.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OV instability. OmniVista will not allow you to configure a network size that
cannot be supported by the VA configuration. For example, if you allocate 16GB of memory
for the OmniVista VA, OmniVista will only allow you to configure a Low network size (fewer
than 500 devices). Refer to Recommended System Configurations for details.
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Configure Keyboard Layout

1. Enter 10 and press Enter to specify a keyboard layout.

Press [Enter] to

2. Press Enter to see the list of keyboard layouts.

3. Enter q and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter. Press Enter to return to The
Virtual Appliance Menu.

Please input

layout [usl:

ould you 1i
keyb
[yinl (yl): _

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se
atari-us atari-de pt-olpc es-olpc
sg-latin1 hu sg fr CH
de-latin1-nodeadkeys fr_CH-latin1 de-latin1 de_CH-latin1
cz-us-qwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz
wangbe wangbe?2 fr-latin9 fr-old
azerty fr fr-pc be-latin1
fr-latin0 fr-latin1 tr_f-latin5 trf-fgGlod
backspace ctrl applkey keypad
euro2 euro euro1 windowkeys
unicode se-latin1 cz-cp1250 il-heb
ttwin_cplk-UTF-8 pt-latin1 ru4 ruwin_ct_sh-CP1251
ruwin_alt-KOI8-R no-latin1 pl1 cz-lat2
ni2 mk es-cp850 bg-cp855
by uk pl ua-cp1251
pt-latin9 sk-qwerty se-lat6 bg_bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap_V1.0
se-fi-laté ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trg fi-latin9 ar
ru3 us ruwin_ct_sh-KOI8-R ]
ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it
emacs fi-latin1 pc110 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws
cf hu101 bg_pho-cp1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mk-utf
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cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rut
ruwin_ctrl-KOI8-R ru-ms no us-acentos
pl2 sv-latin1 br-latin1-abnt2 et
ru-cp1251 ruwin_alt-CP1251 ru it2
It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latin1 kazakh
br-abnt2 es pl4 mkO
is-latin1 is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_g-latin5 pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak- mac-euro mac-euro2
mac-fr_CH-latin1 mac-us mac-de-latin1 mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latin1 mac-template mac-dk-latin1 mac-de-latin1-
nodeadkeys
mac-fr mac-pt-latin1 mac-uk mac-it
mac-de_CH sunt4-no-latin1 sunt5-cz-us sundvorak
sunt5-de-latin1 sunt5-us-cz sunt5-es sunt4-fi-latin1
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latin1 sunt5-fi-latin1 sun-pl-altgraph

4. Press Enter to return to the Configure The Virtual Appliance Menu.

Update OmniVista Web Server SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is

‘keys”.

e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>

e SFTP Port: 22

1. Enter 11 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.
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Update Omnillista Web Server 35L certificate

Available certificate(s)

[1] ov _server.crt
[B] Exit

(+) Type your option: 1
puld you like to use this certificate?
[1] ov_server.crt

[yinl (nd: y

fAivailable private key(s)

[1]1 ov_server.key
[B] Exit

(=) Type your option: 1

puld you like to wuse this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 12 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Enable/Disable Admin SSH

Enter 13 and press Enter to enable/disable OmniVista Admin SSH. If enabled, you can log into
the OmniVista VM via SSH. If disabled, you can only log in using the Hypervisor Console.
Admin SSH is enabled by default.

Configure NTP Client

1. Enter 13 and press Enter to configure an NTP Server.

Help
Conf igure NTP

Status NTP

Disable NTF ent
Enable NTP Client
Exit

2. Enter 2 and press Enter.
3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You can enable the server when you create it, or enable it at a later
time using option 5.
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Configure Proxy

OV 2500 NMS-E 4.4R2 makes an HTTPS connection to the OmniVista 2500 NMS External
Repository for upgrade software, Application Visibility Signature Files, and ProActive Lifecycle
Management (PALM). If the OV 2500 NMS-E 4.3R3 Server has a direct connection to the
Internet, a Proxy is not required. Otherwise, a Proxy should be configured to enable OV 2500
NMS-E 4.3R3 to connect to these external sites (Port 443):

o ALE Central Repository - ovrepo.fluentnetworking.com

e AV Repository - ep1.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

o Device Fingerprinting Service - api.fingerbank.org.
1. Enter 154 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and
press Enter to configure a Proxy Server.

Conf igure Pr

Help

Setup Pr
EnablesDisa
Exit

2. If the VM will use a proxy server, enter the Proxy Server IP address, along with the port (e.g.,
8080).

Proxy is not set

(=) Please input proxy IP: 18.255.10.88
(%) Pleaze input proxy port: 5H8H
Pleaze input proxy username :

ould you like to configure proxy with:
IP: 18.255.18.88
Port: 888A
Username :
Password:
[yinl (yl:

15
Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.

Change Screen Resolution

1. Enter 15 and press Enter to configure the VA screen resolution

Change screen r lution

[1]1 GRBxHAB

[2] 18Z24x768
[B] Exit
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2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.

Configure the Other Network Cards

1. Enter 16 and press Enter to configure additional Network Cards on the Virtual Appliance.

» Conf igure the other Network Cards

Choose the number of network card to configure:
[1]1 ethl

[A] Exit

(#) Type your option: 1

(#) Please input IPv4 for ethl: 18.1.18.214

Please input subnet mask [255.8.8.8]1: 255.255.255.8
Would you like to configure:
IPv4: 18.1.18.214
subnet mask: 255.255.255.8
[yinl (yl: y
The configuration has been set
Press [Enter] to continue

2. Enter the number of the network card you want to configure (e.g., 1 eth1) and press Enter.
3. Enter an IPv4 IP address and mask.
4. Enter y and press Enter at the confirmation prompt.

To add another network card using the VA Menu, the card must exist in the Hypervisor. If
necessary, add a new Network Adapter in the VM Settings in the Hypervisor.

Important Note: The new adapter must be the same Adapter Type as first NIC. In other
words, eth1, eth0 should be same type.
Exit

Enter 0 and press Enter to return to the Virtual Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OV 2500
NMS-E 4.4R2. If you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a
service that these services depend on, the web server will shut down, and you will have to
restart the service manually. You will receive a warning prompt whenever you try to shut down
one of these services. To access the Watchdog Command Menu, enter 3 at the command
prompt.
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# Run Watchdog Comma

L o R s

# [Z]

[B] Exit

The following options are available:

Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

Start Watchdog - Starts the Watchdog Service, which starts all services.
Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

Choose Service Profile - Used to save memory if certain services are not required for
your network (e.g., you are not using Stellar APs in your network or you are not using
the Application Visibility application). Note that when you change a service profile, all
Watchdog Services will be restarted.

o 1 - All Features (Default) - All services are started.

e 2 -No Stellar, No UPAM - Services required for Stellar APs and UPAM will not be
started.

¢ 3 -No Application Visibility - Services required for the Application Visibility
application will not be started.

e 4 -No loT - Services required for the loT application will not be started.
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o 5-No SFLOW - Services required for the Analytics application (Top N Applications
and Top N Clients) will not be started.

Note: You can select multiple options at the prompt for options 2 through 5 by
entering the number of each option with a space between each number (e.g., 2 4 5)

Upgrade VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

o o R R T e !

* Upgrade UA .

oo 00 oo oo oo oo oo oo

Help .
To 4.4RZ ( ade to Latest patch of Current Release, if any)

To New R

Enable R - - ALE Central Repo)

Conf ig
" " (Selected - Disabled)
NMS Data

To access the Upgrade VA Menu, enter 4 at the command prompt. The following options are
available:

e To 4.4R2 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

e Download and Upgrade - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available. (If you are using an Offline Repo, this is the only upgrade
option supported. “Download Only” and “Upgrade from a Download Package” are not
supported.)

e Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

e Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

e To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.4R2 Upgrade to Latest Patch of Current Release, if any”). Note that if a
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new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
OV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [1] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

e Repository Name - User-configured repository name.

e Repository URL - The URL of the custom repository (e.g.,
192.168.70.10/repo/centos). Enter the URL only. There is no need to enter the
“https://” prefix.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

e Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
(e.g., RO1 to R02), and do not have the latest R01 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

e Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

o Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available:

o Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

o Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory with the backup name and the date and time of the backup (<base
name>_<yyyy-MM-dd--HH-mm>.bk). If you do not enter a name, the backup will be
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stored as ov2500nms- yyyy-MM-dd--HH-mm>.bk. (e.g., ov2500nms-2018-11-16--16-
21.bk).

¢ Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

e Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.4R2 configuration using a 4.4R2 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.4R2 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to return the restored system to its original OV IP
address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to change the OV IP address/ports and UPAM IP
address/ports on System B back to their original configuration.

¢ View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1”.

Change Password

You can change the Virtual Appliance cliadmin password and/or mongo database password.
Enter 5 and press Enter to bring up the Change Password Menu.
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oo - o - - oo oo oo - - - oo - e oM

» Change Password y

[11 Help
[2] Change “cliadmir

[3]1 Change Mo

g
[5]1 Change FTF
[8]1 Exit

To change the VA cliadmin password, enter 2, then press Enter. At the prompts, enter the
current password, then enter the new password.

To change the mongo database password, enter 3, then press Enter. You have two options
when changing the mongo database password.

(=) Type your option: 3
ou must remember the new passwords in order to manage the Mongodhb.
Press [Enter] to continue

ould you like to change password for
[11 Mongo administrator
[Z]1 Ngnms application user
Provide your option [1 OR Z1:

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.

To change the Technical Support Code (used by Support to access the VM) enter 4, then press
Enter. Enter the old password at the prompt and press Enter. Enter the new password and
press Enter. Confirm the password and press Enter.

To change the password of the “ftp” user of the VA, enter 5, then press Enter. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Logging
You can view OV 2500 NMS-E 4.4R2 Logs using the “Logging” option. Enter 6, then press
Enter.

Conf igure L

[11 Help
# [Z]1 Change Log Le

lect Files in Advanced Mode

(%) Type your option: B
The following options are available:

¢ Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g., 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.
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o Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2019)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2019_12-04-18.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

e Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02019-10-
15-12-08-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).

e Collect Files in Advanced Mode - Collects and archives tcpdump information to a Zip
file in the "chrootadmin" directory with date and time the file was created appended to
the file name (e.g., chrootadmin_10-03-2020-11-02-43.zip). SFTP to the VA using the
"cliadmin" username and password to view the log file (Port 22).

Login Authentication Server

The Login Authentication Server is used to view/change the OV 2500 NMS-E 4.4R2 Login
Authentication Server. Enter 7 and press Enter to bring up the Login Authentication Server
Menu.

oo oo - oo o oo oo oo o300 000 o

* Login Authentication

[1]1 Help

[2] Current Login Authen L
[3]1 Change Login Authent ver to local
[8]1 Exit

Enter 2 and press Enter to display the current Login Authentication Server. If the server is
remote, the IP address is displayed. If the server is local, "local" is displayed.

If the current Login Authentication Server is a remote server, enter 3 and press Enter to change
the Login Authentication Server to "local". Enter y and press Enter at the confirmation prompt.

Power Off

Before powering off the VM, you must stop all OmniVista services using the Stop All Services
option in the Run Watchdog Command. After all the services are stopped, enter 8 at the
command line to power off the VM. Confirm the power is off by entering y. The power off may
take several minutes to complete.

Note: OV 2500 NMS-E 4.4R2 functions stop running following power off. The VM must be
powered back on via the VMware client software and you must log back into the VM via the
console.

Reboot

Before rebooting the VM, you must stop all OmniVista services using the Stop All Services
option in the Run Watchdog Command. After all services are stopped, enter 9 at the command
line to reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to
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complete. When rebooted, you will be prompted to log in through the cliadmin user and
password prompts. Note that OV 2500 NMS-E 4.4R2 functions continue following reboot.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 9,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual

Appliance Menu. The following commands are supported:

/usr/bin/touch
/usr/bin/mktemp
/usr/bin/dig
/usr/bin/cat
/usr/bin/nslookup
/usr/bin/which
lusr/bin/less
{usr/bin/tail
lusr/bin/vi
lusr/bin/tracepath
{usr/bin/tty
{usr/bin/systemctl
lusr/bin/grep
lusr/bin/egrep
lusr/bin/fgrep
{usr/bin/dirname
{usr/bin/readlink
{usr/bin/locale
/usr/bin/ping
lusr/bin/traceroute
{usr/bin/netstat
{usr/bin/id
{usr/bin/ls
/usr/bin/mkdir
lusr/sbin/ifconfig
/usr/sbin/route
{usr/sbin/blkid
/usr/sbin/sshd-keygen
/usr/sbin/consoletype
/usr/sbin/ntpdate
/usr/sbin/ntpq
/usr/bin/ntpstat
/usr/bin/abrt-cli
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e /usr/shin/init
e /usr/sbin/tcpdump
¢ /bin/mountpoint

Set Up Optional Tools

The Setup Optional Tools command set is used to install/lupgrade Hypervisor Optional Tools
Packages. Enter 11 and Press Enter to bring up the Optional Tool Menu.

Optional Tool Of

[1]1 Help
[Z2]1 Ware To

[3]1 Virtual
[4]1 Hyper-U L
» [A] Exit

T e E T T Y L

Enter the number corresponding to the Hypervisor you are using (2 - VMWare, 3 - Virtual Box,
4 - Hyper-V) and press Enter. Information about available packages is displayed. If a new
package is available, enter y and press Enter at the "Would you like to install the package"
prompt. The package will automatically be downloaded from the OV Repository and installed
(this may take several minutes). When the "Installation Complete" messaged is displayed, press
Enter to continue. Press Enter again to restart the Virtual Appliance.

Convert to Cluster

Enter 12 and press Enter to convert the Node to a Cluster (High-Availability) Installation. This
command prepares the VM to be configured in a Cluster configuration. After selecting this
option and confirming the operation, the VM will reboot. When the reboot is complete, log into
the VM to complete the conversion.

(») Type your option: 12
OV will restart if you continue.

Backing up this OU installation before continue is strongly recommended.
fire you sure want to proceed converting to cluster?lyinl (n):

See Converting to a High-Availability Installation for detailed instructions on configuring a High-
Availability installation.

Join Cluster

Enter 13 and press Enter to have this VM join in a Cluster (High-Availability) Installation. After
selecting this option and confirming the operation, the VM will reboot. When the reboot is
complete, log into the VM to complete the conversion.

fill data on this nod ill be lost and OV will restart if you continue.
Backing up this OU tion before continue is stromgly recommended.

fire you sure want t | joining cluster?lyin] (nd:

See Converting to a High-Availability Installation for detailed instructions on configuring a High-
Availability installation.
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Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OV 2500 NMS-E 4.4R2 functions continue following
logout.
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Appendix C — Using the HA Virtual Appliance Menu

To access the High-Availability (HA) Virtual Appliance Menu for a VM, launch the Hypervisor
Console. The login prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

The menus are the same for both Nodes in the Cluster. With the exception of the specific
Cluster Menus (Show OV Cluster Status, Configure Cluster and Configure Current Node), any
configurations you perform (e.g., Watchdog commands, Upgrade/Backup/Restore commands)
are executed on the Node you are logged into.

CentDS Linux 7 (Core)
3.18.8-957.el?.x06_64 on an x06_64

Product Name: Alcatel-Lucent Enterprise DmniVista 2588 NMS 4.4RZ GA

juild Number: 47

--2 alcatel

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

# The HA UVirtwal Appliance Menu
# [1]1 Help
[£]

Conf ig ent Node
[51 Run Watc nd

[6]1 Upgrade-Backup-Restore UA
[?] Logging

[8]1 Setup Optional Tools

[9]1 Advance Mode

[18] Power Off

[11] Reboot

[B] Log Ou

The HA Virtual Appliance Menu provides the following options:
e 1—Help
o 2 —Show OV Cluster Status
e 3 — Configure Cluster
e 4 — Configure Current Node
¢ 5 —Run Watchdog Command
e 6 — Upgrade/Backup/Restore VA
e 7 —Logging
o 8 — Setup Optional Tools
e 9 — Advance Mode
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e 10 — Power Off

e 11— Reboot
e 0-—LogOut

For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the HA Virtual Appliance Menu.

Show OV Cluster Status

The Cluster Status Screen displays information about the High-Availability Cluster, including
Node IP address, Role, and Status. The status will display and the HA Virtual Appliance Menu
will return.

Active O

The data sync status indicates whether the data between two nodes is in sync. If it is, the field
will indicate “Up to Date”. If it is in the process of syncing, a progress will be displayed as a
percentage. The speed of a data sync depends on the amount of data and the network speed
between the two Nodes.

Important Note: If a data sync is in progress, it is highly recommended to wait for a data
sync to complete before doing performing any configuration on a Node.

Configure Cluster

Enter 3 and press Enter to configure the Cluster. The settings you configure in this menu are
applied to both Nodes in the Cluster. Note that Cluster settings (Menu Items 3 — 8) can only be
configured on the Active Node.

# Conf igure Cluster
LERERERERLEEREELELEREREERERRLRE]
# [1]1 Help

. lis

nformat ion

The following options are available:
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1 - Help
2 - Display Cluster Confiquration

3 — Configure Cluster IP

4 — Configure Captive Portal Virtual IP

5 — Configure Captive Portal Virtual IP v6

6 — Configure Additional OV Web Virtual IP
7 — Remove Peer Node From Cluster

8 - Configure OV Web Ports

9 — Configure Captive Portal Web Ports

10 - Configure OV SSL Certificate

11 — Enable/Disable AP SSL Authentication
12 - Configure FTP Password

13 — Configure Login Authentication Server
14 — Preferred Active Node

15 — Manual Failover

16 — Cluster Error Check

17 — Configure Peer Node’s Information

18 — Enable Maintenance Mode
0 — Exit

Help

Enter 1 and press Enter to bring up help for the Configure Cluster Menu.

Display Cluster Configuration

Enter 2 and press Enter to view information about the Cluster, including Node information,
HTTP/HTTPS port information and proxy information.

T R R e e L R R R

w Cluster Configuration "
er name: o
ual IF
ve FPortal L
( we Portal Ui i M,
Additional OV Web Virtual IP: (¢

nt node IP: 18.2°

nt node hos

node IF: 1

node hos .
urrent Preferred

8
U Web HTTPS Port: 443

aptive Portal Web HTTP P g ]
aptive Portal Web HTTFPS 1443
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Configure Cluster IP

Enter 3 and press Enter to configure the Cluster IP address and subnet. You will be prompted
to restart services for the change to take effect. Note that if you reconfigure the Cluster IP
address you will have to make the applicable network updates. The Cluster IP is only applicable
for a Layer 2 HA Configuration.

IP Addr

[2] Re-conf igure Cluster IP
[8] Exit

To change an existing Cluster IP address, enter 2 and press Enter to re-configure the new
address. The new IP address must be on the same subnet as the Nodes.

It is not recommended to disable the Cluster IP address. However, you can disable the Cluster
IP address if you do not want to access the Cluster using this IP address. Enter 1 — Disable
Cluster IP Address and press Enter to disable the Cluster IP address. When you disable the
Cluster IP address, the Virtual Captive Portal IP and Virtual Additional Web OV IP (if configured)
are also disabled.

After disabling the Cluster IP address, you must access OmniVista using the physical IP
address of the Active Node. After disabling the Cluster IP address, you can re-enable it and re-
configure the Cluster IP address. The new IP address must be on the same subnet as the
Nodes.

Configure Captive Portal Virtual IP

Enter 4 and press Enter to configure the Captive Portal Virtual IP address. Note that if you
reconfigure the Captive Portal Virtual IP address you will have to make the applicable network
updates. Captive Portal Virtual IP is only applicable for a Layer 2 HA Configuration.

Conf igure al Virtual IP
[1] Disabl ptive Portal Virtual IP
[2]1 Re-conf igu Captive Portal Wirtual IP

[A] Exit

If you are not using Captive Portal in your Cluster, you can enable and configure it. To create a
new Captive Portal Virtual IP address, enter 1 — Enable Captive Portal Virtual IP and press
Enter. Enter the Virtual Captive Portal IP address. Note that the Captive Portal Virtual IP
address must be on the same subnet as the current Cluster IP address.

If you are using Captive Portal in your Cluster, you can change the existing Captive Portal
Virtual IP address, by entering 2 — Re-configure Captive Portal Virtual IP and press Enter to
configure the new address. You will be prompted to restart services for the change to take
effect. The new Captive Portal Virtual IP address must be on the same subnet as the previous
address.

To disable and existing Captive Portal IP address in a Cluster, enter 1 - Disable Captive Portal
Virtual IP and press Enter. You will be prompted to restart services for the change to take
effect. You can also re-enable and re-configure the Captive Portal Virtual IP address after
disabling it.
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Configure Captive Portal Virtual IPv6

Enter 5 and press Enter to configure the Captive Portal Virtual IPv6 address. You will be
prompted to restart services for the change to take effect. Note that if you reconfigure the
Captive Portal Virtual IPv6 address you will have to make the applicable network updates.
Captive Portal Virtual IPv6 is only applicable for a Layer 2 HA Configuration.

[1]1 Enable
[A] Exit

To create a new Captive Portal Virtual IPv6 address, enter 1 — Enable Captive Portal Virtual
IPv6 and press Enter. To change an existing Captive Portal Virtual IPv6 address, enter 2 — Re-
configure Captive Portal Virtual IPv6 and press Enter to configure the new address. The new
Captive Portal Virtual IPv6 address must be on the same subnet as the previous address.

To disable and existing Captive Portal IPv6 address, enter 1 - Disable Captive Portal Virtual
IP and press Enter. You will be prompted to restart services for the change to take effect. You
can also re-enable and re-configure the Captive Portal Virtual IPv6 address after disabling it.

Configure Additional OV Web Virtual IP

Enter 6 and press Enter to configure an Additional OV Web Virtual IP to access the OmniVista
Ul. You will be prompted to restart services for the change to take effect. The Additional OV
Web Virtual IP is only applicable for a Layer 2 HA Configuration.

Conf igure Additional OV Web UVirtwal IP

To create a new Additional OV Web Virtual IP, enter 1 — Enable Additional OV Web Virtual IP
and press Enter. The Additional OV Web Virtual IP must be on the same subnet as the current
static Additional OV Web IP. If no static Additional OV Web Virtual IP is configured, you will not
be able to configure an Additional OV Web Virtual IP.

To change an existing Additional OV Web Virtual IP, enter 2 — Re-configure Additional OV
Web Virtual IP and press Enter to configure the new address. The new Additional OV Web
Virtual IP address must be on the same subnet as the previous address.

To disable an Additional OV Web Virtual IP, enter 1 - Disable Additional OV Web Virtual IP.

Remove Peer Node From Cluster

Enter 7, press Enter, then enter y and press Enter at the Confirmation Prompt to remove the
Peer Node from the Cluster. The process can take several minutes. When it is complete, a
Confirmation Message will appear. Press Enter to return to the Configure Cluster Menu.

Note that this command can only be issued on the Active Node. This command is generally
used if there is a problem with the Standby Node and you wish to permanently remove it. Once
the Node is removed from the Cluster, it is essentially unusable. You cannot connect to it via a
browser and it retains the HA Menu, so you cannot have it join another Cluster. However, you
can have another Node join the Active Node in a new Cluster Configuration.
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Configure OV Web Ports

Enter 8 and press Enter to configure the OmniVista Web HTTP/HTTPS ports. At the prompts,
enter the IPv4 IP address and subnet mask; enter y and press Enter at the confirmation prompt,
then press Enter to continue. At the prompts, enter the HTTP Port and the HTTPs Port
(Defaults = HTTP - 80, HTTPS - 443). Enter y and press Enter at the confirmation prompt.

You will be prompted to restart the Watchdog Service for the change to take effect. Note that
new port values must be unique (i.e., they must differ from any previously-configured ports).

S L L e T R ey

# Conf igure OU Por

puld you like to co

OV Web HTTP
OV Web HTTPS P
[yinl (yl:
e conf iguration
Press [Enter] to c

Configure Captive Portal Web Ports

Enter 9 and press Enter to configure the Captive Portal Web Ports. Enter the Captive Portal
HTTP and HTTPs port numbers. Press Enter to continue. You will be prompted to restart
services for the change to take effect.

Note: The default Captive Portal FQDN is "ov2500-upam-cportal.al-enterprise.com"”. If you
want to replace it with your own FQDN you must:
1. Log into the OmniVista Ul.

2. Go to the UPAM — Captive Portal Certificates page (U PAM — Settings — Captive Portal
Certificates).

e Create a Custom Certificate.
e Activate the Certificate.

TF port [B8]:
HTTPS port [4431:

: 88

Captive Po
(yl):
he conf iguration

Configure OV SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is
“‘keys”.

e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>
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e SFTP Port: 22
1. Enter 10 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.

e e e e S S S S S S S S S S S S S S S S S S S S S S S e S S S e S S S S S S S S S S S S S S S S S S S S e S S S 2 5
Update Omnillista Web Server 35L certificate

Available certificate(s)

[1] ov_server.crt
[B] Exit

(+) Type your option: 1
puld you like to use this certificate?
[1] ov_server.crt

[yinl nd: y

fAivailable private key(s)

[1]1 ov_server.key
[A]1 Exit

(=) Type your option: 1

puld you like to wuse this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 11 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Configure FTP Password

Enter 10 and press Enter to configure an FTP password for the Node. At the prompt, enter the
old password, then enter and confirm the new password. You will be prompted to restart
services for the change to take effect.

Configure Login Authentication Server

Enter 13 and press Enter to view/change the OmniVista Login Authentication Server.

[1]1 Help

[Z] Current Login A
[3]1 Change Login fut £ 0 rver to local
[A] Exit
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Preferred Active Node

Enter 14 and press Enter to change the preferred Active Node. The Preferred Active Node is
the Node that will be set following a system failure. When the system returns, the Preferred
Active Node will be the Active Node when the system returns.

Select 1 to clear the current Active Node. This will remove the current Preferred Active Node
setting, meaning there will be no Preferred Active Node in the case of a system failure. If no
Preferred Active Node is set, the system will decide on the Active Node following a system
failure. By default, no Preferred Active Node is set.

Select 2 or 3 to change the current Active Node. Enter y and press Enter at the Confirmation
Prompt to clear the current Preferred Active Node and set the new one.

Type your option:

Manual Failover

Enter 15 and press Enter to manually initiate a failover to the Inactive Node. The current
Inactive Node will become the Active Node. The process can take several minutes. After the
failover is complete, the services on the Standby Node will be running. The previously Active
Node will now be the Standby Node (with the upam, radius, and nginx services “Stopped”). A
Banner will appear at the top of the Ul warning that a “Communication Failure” has occurred.

e If you are using a Layer 2 Configuration, you can access OmniVista using the same
Cluster IP address.

e |If you are using a Layer 3 Configuration, the banner will contain a link to connect to the
new Active Node, as shown below.

A Communication Failure with OmniVista 2500 Server. Please click here to redirect to other system
e el Ebeisniaboianl Wl S

A [Eaisssnste; Y wmit = | vt ) £

Cluster Error Check

Enter 16 and press Enter to display any Cluster Errors.

Configure Peer Node’s Information

Enter 17 and press Enter to change the IP address and Hostname (maximum of 15 characters)
of the Peer Node. It is not recommended to re-configure the Peer Node once a cluster is
initialized. If you change the configuration, you must take a backup of OmniVista and contact
Customer Support to re-configure the Cluster.
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Enable Maintenance Mode

Enter 18 and press Enter to enable Maintenance Mode to perform an upgrade/disk extension
on the VMs (Node 1 and Node 2). You only have to execute the command on one of the nodes.
It will then be enabled on both Nodes.

Exit

Enter 0 and press Enter to exit to the Configure Cluster Menu and return to the HA Virtual
Appliance Menu.

Configure Current Node

Enter 4 and press Enter to configure the Current Node (the Node that you are logged into).

PTG R R R R e e e R

w Conf igure Current Node

L N ]

The following options are available:

1—Help
2 — Display Current Node Configuration

3 — Configure Default Gateway
4 — Configure DNS Server
5 — Configure Timezone

6 — Configure Route

7 — Configure Keyboard Layout
8 — Configure NTP Client
9 — Configure Proxy

10 — Configure Screen Resolution

11 — Configure “cliadmin” Password

12 — Configure “root” Secret Text
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13 — Enable/Disable Admin SSH
14 — Configure Mongodb Password

15 — Configure IPs and Ports

16 — Configure Host Name
17 — Extend Data Partitions
18 — Configure Network Size
0 — Exit

Help
Enter 1 and press Enter to bring up help for the Configure Current Node Menu.

Display Current Node Configuration

Enter 2 and press Enter to display the configuration for the Node.

Product Name: ¢ f i ise i ta 2508 NMS 4.4R1 ¢
Build Mumber: 5°
Fatch Number

Fimezone: America

lvdata LUM : :

lwdata LU \ble (F apace: 410G
lwlata b

ludatasync LUM Au (Free) Space: 188G

etwork Size: Low (lower than SHA) devices

DNS Server: DNS is not set?

Keyboard Layout: us

Proxy Status: Enabled
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Configure Default Gateway

1. Enter 3 and press Enter to configure default gateway settings.

ould you like

default g
[yinl (yl:
he conf iguration

2. Enter an IPv4 default gateway.

3. Press Enter to confirm the settings. You will be prompted to restart services. Press Enter.

Configure DNS Server
1. Enter 4 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

- e o
:
TP

[yin] (n

ould you like
(%) Please input di

Note: If n (No) is selected, all DNS Servers will be disabled. If y is selected, after DNS
servers are set, you may be prompted to restart ovclient service if it was already running.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You will be prompted to restart the OV Client Service for the change to
take effect.

Configure Timezone

1. Enter 5 and press Enter to begin setting up the timezone.

Conf igure Timezo

will be shown (press [gl] to exit view mode

2. Press Enter to display timezones.
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Africa-Abid jan
Africa-Accra
Africa-Addis_Ababa
AfricarsAlgiers
Africa-Asmara

~a.~Khartoum
a-Ki

2. Press Enter to scroll through the list. After locating your timezone, press q and enter your
timezone at the prompt (e.g., America/Los_Angeles). Then press Enter to set the timezone and
return to the Configure Current Node Menu.

icasLa_Paz
a~Lima

Los_fingeles]: America-Los_fingeles
ould you like to

timezo

J[yinl (yl):
JThe conf iguration h
[Press [Enter] to co

You can verify the change using the (2) Display Current Node Configuration command.

Configure Route

1. If you want to add a static route from the VM to another network enter 6 and press Enter.

2. Add an IPv4 route by entering 3 at the command prompt.

C-12 Part No. 033510-10, Rev. A



000 oo oo oo oo

Help

Show Current Routes

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Keyboard Layout

1. Enter 7 and press Enter to specify a keyboard layout.

2. Press Enter to see the list of keyboard layouts.

3. Enter q and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter.

Flease input keybo layout [us]:

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se

atari-us atari-de pt-olpc es-olpc

sg-latin1 hu sg fr_CH
de-latin1-nodeadkeys fr_CH-latin1 de-latin1 de_CH-latin1
cz-us-qwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz

wangbe wangbe2 fr-latin9 fr-old

azerty fr fr-pc be-latin1

fr-latinO fr-latin1 tr_f-latind trf-fgGlod
backspace ctrl applkey keypad

euro2 euro euro1 windowkeys
unicode se-latin1 cz-cp1250 il-heb
ttwin_cplk-UTF-8 pt-latin1 ru4 ruwin_ct_sh-CP1251
ruwin_alt-KOI8-R no-latin1 pl1 cz-lat2

ni2 mk es-cp850 bg-cp855

by uk pl ua-cp1251
pt-latin9 sk-qwerty se-lat6 bg_bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap_V1.0
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se-fi-lat6 ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trq fi-latin9 ar
rud us ruwin_ct_sh-KOI8-R ]

ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it
emacs fi-latin1 pc110 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws
cf hu101 bg_pho-cp1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mk-utf
cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rut
ruwin_ctrl-KOI8-R ru-ms no us-acentos
pl2 sv-latin1 br-latin1-abnt2 et
ru-cp1251 ruwin_alt-CP1251 ru it2
It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latin1 kazakh
br-abnt2 es pld4 mkO
is-latin1 is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_g-latin5 pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak-| mac-euro mac-euro2
mac-fr_CH-latin1 mac-us mac-de-latin1 mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latin1 mac-template mac-dk-latin1 mac-de-latin1-
nodeadkeys
mac-fr mac-pt-latin1 mac-uk mac-it
mac-de_CH sunt4-no-latin1 sunt5-cz-us sundvorak
sunt5-de-latin1 sunt5-us-cz sunt5-es sunt4-fi-latin1
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latin1 sunt5-fi-latin1 sun-pl-altgraph

4. Press Enter to return to the Configure The Configure Current Node Menu.

Configure NTP Client

1. Enter 8 and press Enter to configure an NTP Server.

HHHHH A MR
# Conf igure NTF Client "

oo e e

I - - oo oo e - - - - - o e o -

oo oo oo

Help -
Conf igure NTP '
Status NTP C

Disable NTP (
Enable NTP Cli

2. Enter 2 and press Enter.
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3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure
Current Node Menu. You can enable the server when you create it, or enable it at a later time
using option 5.

Configure Proxy

OmniVista makes an HTTPS connection to the OmniVista 2500 NMS External Repository for
upgrade software, Application Visibility Signature Files, and ProActive Lifecycle Management
(PALM). If the OmniVista Server has a direct connection to the Internet, a Proxy is not required.
Otherwise, a Proxy should be configured to enable OmniVista to connect to these external sites
(Port 443):

o ALE Central Repository - ovrepo.fluentnetworking.com

e AV Repository - ep1.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

e Device Fingerprinting Service - api.fingerbank.org.
1. Enter 9 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and press
Enter to configure a Proxy Server.

Help
Setup P

Enable-sDisa
Exit

2. If a proxy has already been configured, the current configuration is displayed. Enter the Proxy
Server |IP address, along with the port (e.g., 8080).

input prox

puld you like to

Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.
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Change Screen Resolution

1. Enter 10 and press Enter to configure the VA screen resolution.

Change scre

[1]1 BBABxHBA

[2]1 1RZ4x768
[B]1 Exit

(%) Type your o

2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.

Configure “cliadmin” Password
Enter 11 and press Enter to change the “cliadmin” password for the Node VM. At the prompt,
enter the new password and press Enter. Re-enter the password and press Enter.

ou must remember the new passwords in order to manage the Virtuwal fippliance and OmniVista.
Length of new password must be >= 8 and <= 38 characters
Enter new password:

Retype password:

Changing password for user cliadmin.
passwd: all anthentication tokens updated successfully.

Configure “root” Secret Text

Enter 12 and press Enter to change the password of the “root” user of the VA. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Enable/Disable Admin SSH

Enter 13 and press Enter to enable/disable OmniVista Admin SSH. If enabled, you can log into
the OmniVista VM via SSH. If disabled, you can only log in using the Hypervisor Console.
Admin SSH is enabled by default.

Configure Mongodb Password

Enter 14 and press Enter to change the Mongodb password. You have two options when
changing the mongo database password.

ouw must remember the new passwords in order to manage the Mongodb.
Press [Enter] to continue

ould you like to

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.
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Configure IPs and Ports

Enter 15 and press Enter to change the IP address and ports of the current Node. It is not
recommended that you change the configuration of the Cluster once it has been initialized. If a
Cluster has already been initialized, you must take a backup of OmniVista and contact
Customer Support to re-configure the Cluster.

Configure Hostname

Enter 16 and press Enter to change the Hostname of the current Node (maximum of 15
characters).

Extend Data Partitions

Enter 17 and press Enter to add an additional hard disk and extend the current data partitions.
By default, OV 2500 NMS-E 4.4R2 is partitioned as follows: HDD1:50GB and HDD2:256GB. If
you are managing more than 500 devices it is recommended that you increase the provisioned
hard disk.

Configure Network Size

Enter 18 and press Enter to configure the Node memory settings. Select an option (e.g., Low,
Medium, High, Very High) based on the number of devices being managed and press Enter.
Enter y and press Enter at the confirmation prompt. You will be prompted to restart the
Watchdog Service for the change to take effect.

R E R e b E e R e

on Network Size

Medium (588

High (ZB88

Uery High

Exit

Type your option: _

Exit

Enter 0 and press Enter to exit to the Configure Current Node Menu and return to the HA Virtual
Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OV 2500
NMS-E 4.4R2. If you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a
service that these services depend on, the web server will shut down, and you will have to
restart the service manually. You will receive a warning prompt whenever you try to shut down
one of these services.

To access the Watchdog CLI Command Menu, enter 5 at the command prompt.
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# Run Watchdog Comma

R S R s R R R

[1] Help
Z1 Display §

[18]1 Choose
[A] Exit

The following options are available:

Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

Start Watchdog - Starts the Watchdog Service, which starts all services.
Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

Choose Service Profile - Used to save memory if certain services are not required for
your network (e.g., you are not using Stellar APs in your network or you are not using
the Application Visibility application). Note that when you change a service profile, all
Watchdog Services will be restarted.

e 1 - All Features (Default) - All services are started.

e 2 -No Stellar, No UPAM - Services required for Stellar APs and UPAM will not be
started.

¢ 3 - No Application Visibility - Services required for the Application Visibility
application will not be started.

e 4 -No loT - Services required for the loT application will not be started.
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o 5-No SFLOW - Services required for the Analytics application (Top N Applications
and Top N Clients) will not be started.

Note: You can select multiple options at the prompt for options 2 through 5 by
entering the number of each option with a space between each number (e.g., 2 4 5)

Upgrade/Backup/Restore VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

o o R R T e !

* Upgrade UA .

oo 00 oo oo oo oo oo oo

Help .
To 4.4RZ ( ade to Latest patch of Current Release, if any)

To New R

Enable R - - ALE Central Repo)

Conf ig
" " (Selected - Disabled)
NMS Data

To access the Upgrade VA Menu, enter 6 at the command prompt. The following options are
available:

e To 4.4R2 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

e Download and Upgrade - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available. (If you are using an Offline Repo, this is the only upgrade
option supported. “Download Only” and “Upgrade from a Download Package” are not
supported.)

e Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

e Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

o To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.4R2 (Upgrade to Latest Patch of Current Release, if any”). Note that if a
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new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
OV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [2] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

e Repository Name - User-configured repository name.

e Repository URL - The URL of the custom repository (e.g.,
192.168.70.10/repo/centos). Enter the URL only. There is no need to enter the
“https://” prefix.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

e Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
(e.g., RO1 to R02), and do not have the latest RO1 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

e Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

¢ Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available. Note that Backup/Restore is only supported on
Standalone Installations, not HA Installations.

o Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

o Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory with the backup name and the date and time of the backup (<base
name>_<yyyy-MM-dd--HH-mm>.bk). If you do not enter a name, the backup will be
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stored as ov2500nms- yyyy-MM-dd--HH-mm>.bk. (e.g., ov2500nms-2018-11-16--16-
21.bk).

¢ Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

e Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.4R2 configuration using a 4.4R2 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.4R2 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to return the restored system
to its original OV IP address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to change the OV IP
address/ports and UPAM IP address/ports on System B back to their original
configuration.

e View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1”.

Logging

You can view OV 2500 NMS-E 4.4R2 Logs using the “Logging” option. Enter 7, then press
Enter.
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11 lec

11 lec 0

11lect Files in Advanced Mode
» [B] Exit

L R e L L RN

(%) Type your option: B

The following options are available:

¢ Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g. 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

e Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2018)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2019_12-04-19.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

e Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02019-10-
15-12-19-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).

e Collect Files in Advanced Mode - Collects and archives tcpdump information to a Zip
file in the "chrootadmin" directory with date and time the file was created appended to
the file name (e.g., chrootadmin_10-03-2020-11-02-43.zip). SFTP to the VA using the
"cliadmin" username and password to view the log file (Port 22).

Set Up Optional Tools

Enter 8, then press Enter to bring up the Setup Optional Tools command set. The Setup
Optional Tools command set is used to install/upgrade Hypervisor Optional Tools Packages.

Optional Tool Of

[1]1 Help
[Z]1 Ware Too
[3]1 VirtualB
[4] Hyper-U Li
» [A] Exit

HHHHHHHHEHEE R R R R N R e e i n s A a N HHHHHHHHHHHHHHE R R R R R R R e i i e i S i HHHHHHHH

(») Type your option: _

Enter the number corresponding to the Hypervisor you are using (2 - VMWare, 3 - Virtual Box,
4 - Hyper-V) and press Enter. Information about available packages is displayed. If a new
package is available, enter y and press Enter at the "Would you like to install the package"
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prompt. The package will automatically be downloaded from the OV Repository and installed
(this may take several minutes). When the "Installation Complete" messaged is displayed, press
Enter to continue. Press Enter again to restart the Virtual Appliance.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 9,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch

e /usr/bin/mktemp

e /usr/bin/dig

e /usr/bin/cat

e /usr/bin/nslookup

e /usr/bin/which

e /usr/bin/less

e /usr/bin/tail

e /usr/bin/vi

e /usr/bin/tracepath

e /usr/bin/tty

e /usr/bin/systemctl

e /usr/bin/grep

e /usr/bin/egrep

e /usr/bin/fgrep

e /usr/bin/dirname

e /usr/bin/readlink

e /usr/bin/locale

e /usr/bin/ping

e /usr/bin/traceroute

e /usr/bin/netstat

e /usr/bin/id

o /usr/bin/ls

e /usr/bin/mkdir

e /usr/sbin/ifconfig

e /usr/shin/route

e /usr/sbin/blkid

e /usr/sbin/sshd-keygen

e /usr/sbhin/consoletype

e /usr/sbin/ntpdate

e /usr/sbin/ntpq

e /usr/bin/ntpstat
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e /usr/bin/abrt-cli

e /usr/sbin/init

e /usr/sbin/tcpdump
e /bin/mountpoint

Power Off

Before powering off the VM, you must stop all services using the Stop All Services option in
the Run Watchdog Command. After all the services are stopped, enter 10 at the command line
to power off the VM. Confirm the power is off by entering y. The power off may take several
minutes to complete.

Note: OV 2500 NMS-E 4.4R2 functions stop running following power off. The VM must be
powered back on via the VMware client software and you must log back into the VM via the
console.

Reboot

Before rebooting the VM, you must stop all services using the Stop All Services option in the
Run Watchdog Command. After all services are stopped, enter 11 at the command line to
reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to complete.
When rebooted, you will be prompted to log in through the cliadmin user and password prompts.
Note that OV 2500 NMS-E 4.4R2 functions continue following reboot.

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OV 2500 NMS-E 4.4R2 functions continue following
logout.
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Appendix D — Generating an Evaluation License

An Evaluation License provides full OV 2500 NMS-E 4.4R2 feature functionality, but is valid only
for 90 Days (starting from the date the license is generated). There is one file that contains all of
the Device (AOS, Third-Party, Stellar APs) and Service Licenses (VM, Guest, BYOD). Follow
the steps below to generate an Evaluation License Key.

1. Go to https://Ids.al-enterprise.com/ARB/loadOmniVistalLicGeneration.action.

I |
Alcatel-Lucent @

Enterprise

OmniVista 2500 NMS 4.2.X/4.3.X

Customer Number:*
Order Number:*
Customer Email:

Clear || Submit

License Generation User Manual for OV4.X

G

Desktop compatibility with W w3 o ¢ll=  Terms & Conditions

& 2017, Alcatsl-Lucent Enterprize. All rights ressrved

2. Complete the fields as described below, the click Submit.

e Customer ID — 99999
e Order Number — evaluation
e Customer Email — Enter your contact email.

The following screen will appear.
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https://lds.al-enterprise.com/ARB/loadOmniVistaLicGeneration.action

Alcatel-Lucent @

Enterprise

OmniVista 2500 NMS 4.2.X/4.3.X

Customer Number:* @ 35999

Order Number:* @ EVALUATION
License:* @ EVAL-OV2500-ALL-TYPE_1 ¥
Passcode:* @

| Home | | Submit Entry |

Desktop compatibility with E w3+, NV wil- Terms & Conditions

£ 2017, Alcatel-Lucent Entarprize. All rights ressrved

3. Complete the fields as described below, the click Submit Entry.

e Customer ID — 99999 (pre-filled)

e Order Number — EVALUATION (pre-filled)

o License — EVAL-OV2500-ALL-TYPE_1 (pre-selected)
e Passcode — omnivista

The following screen will appear.

Alcatel-Lucent @

Enterprise

0V/4.1.1/4.2.2/4.3.X License Registration

Site Name:* @ EVALUATION

Company Name:* @

Phone: @

Customer Email:* @ john_brewster@al-enterpris:

| Home | | Clear | | Generate License |

Dezktop compatibiliny with E w3+, N7 v11- Terms & Conditions

& 2017, Alcarsl-Lucent Enterprize. All rights ressrved
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4. Complete the fields as described below, the click Generate License.

Customer ID — 99999 (pre-filled)

Site Name — EVALUATION

Company Name — Company name to be used for the license
Phone - Contact phone number

Customer Email — E-mail address to which the license will be sent.

The license will be downloaded to your computer. (The license file will also be e-mailed to the
address you entered in the screen above.)

5. Go to the License — Add/Import License Screen in OmniVista to import the license file you
just downloaded.
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